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2 Université Clermont-Auvergne, LAPSCO, France
3 Institute for Advanced Study in Toulouse, France

4 Karlsruhe Institute of Technology, Germany
5 Corresponding author. guillaume.deffuant@inrae.fr

Abstract. Worry over polarization has grown alongside the digital information consump-
tion revolution. Where most scientific work considered user-generated and user-disseminated
(i.e., Web 2.0) content as the culprit, the potential of purely increased access to informa-
tion (or Web 1.0) has been largely overlooked. Here, we suggest that the shift to Web 1.0
alone could include a powerful mechanism of belief extremization. We study an empiri-
cally calibrated persuasive argument model with confirmation bias. We compare an offline
setting—in which a limited number of arguments is broadcast by traditional media—with
an online setting—in which the agent can choose to watch contents within a very wide set
of possibilities. In both cases, we assume that positive and negative arguments are balanced.
The simulations show that the online setting leads to significantly more extreme opinions
and amplifies initial prejudice.

Keywords: Opinion dynamics · Online media · Confirmation bias · Web 1.0 · Biased pro-
cessing

1 Introduction

Political polarization—whether affective, ideological or network polarization—seems to be growing
in many countries over the last decades. For instance, the divide between liberals and conservatives
in the U.S. or between globalists and populists in Europe appears deeper today than ever before.
As a result, we have seen massive violent protests and increased institutional instability. It is thus
important to better understand the causes of polarization.

It is often suggested that increased access to online media that took place during the same period
could have contributed polarization. The popularity of the Internet has revolutionized the way we
consume and share information. Web 1.0 (i.e., cognition-oriented) technologies have liberated access
to information, Web 2.0 (communication-oriented) has democratized information sharing and Web
3.0 (cooperation-oriented) have made it possible to more easily coordinate actions [16]. While all
three technological waves have impacted opinion formation processes, the majority of the scientific
work linking political polarization to the popularity of the internet has focused on Web 2.0 aspects
of, mainly, online social media. In particular, on communication in digital “echo chambers” created
by algorithmic “filter bubbles” in which large groups of users sharing similar views about a topic
reinforce each other in their views [4,22]. Moreover, the unprecedented competition for attracting
the attention of users also favors extreme and negative content, particularly in messages of limited
size (like on Twitter), which may also lead to opinion radicalization and entrenchment, without
algorithmic selection.

In this paper, we focus on the Web 1.0 aspects of the information revolution. How did regular
access to a wide diversity of constantly renewed contents about any topic affect the opinion for-
mation of individual users? Before the emergence of online media, the means to access news was
limited to a small set of newspapers or TV channels, that strongly frame debates. The situation
changed radically, as the new media offer an almost infinite variety of comments and viewpoints,
constantly changing, among which the users navigate.

In order to address how Web 1.0 affects individual opinions, we consider a recent, empirically-
grounded model of opinion dynamics under biased processing [8]. Here, an individual’s opinion is
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the aggregate of attitudes towards a series of known arguments, in line with Persuasive Argument
Theory (PAT) [31]. Typically, computational models of social influence consider the state variable
to be the opinion of the agents, and this opinion evolves according to assumed rules during inter-
actions [14]. In contrast, in the model considered in this paper, the state of the agent is defined by
its beliefs about different arguments and these beliefs in association with the valence of the related
arguments (for or against a topic) define the agent’s opinion [6,28].

The assumption that individuals engage in biased processing is by no means a stretch as it
is well-grounded in literature on confirmation bias [32]. Confirmation bias predicts that given the
same argument, two individuals may react differently as a function of their currently held belief.
Specifically, arguments that are closer to the currently held belief are considered stronger than
those farther away [21,35]. Despite the prominence of confirmation bias, only very few opinion
dynamics models take it into account [8,10,14,36], the bounded confidence family of models [11,19]
being a prominent exception.

Comparing the mechanisms of biased processing between online and offline contexts is partic-
ularly interesting for two main reasons. First, it might be the case that biased processing and the
availability of more information due to Web 1.0 alone is enough to explain differences in polariza-
tion between online and offline contexts with the calibrated model from Banisch and Shannon [8].
Here, we investigate whether this is the case by looking at how opinions are affected as a function
of low (offline) or high (online) availability of information. Second, many contributions in psychol-
ogy from recent years have shown how consumption of information online, in particular on online
social media, affects biased processing. There is ample evidence showing that online, confirmation
bias for the selection and processing of information is strong [25] and may be stronger online than
offline [33]. Some argue that motivated reasoning—here referring to explicitly seeking out informa-
tion that confirms currently held beliefs [26]—could account for this effect [29]. But when it comes
to actual attitude change (as opposed to mere selection of information), it appears that this effect
obtains mostly because people tend to respond differently when overwhelmed with information,
rather than through motivated reasoning [34]. Information overload thus strengthens individual
tendencies to process new information in light of what they know, rather than in relation to the
quality of this information [18]. This implies that online, people might not only be confronted with
more options to find information that suits their beliefs best, but that their way to consider content
is modified by the abundance of signals. Here, we investigate the effect of strength of confirmation
bias in both the online and offline context.

In what follows, we define stylized situations that respectively correspond to offline and online
information landscapes and we compare the results obtained in computer simulations with the
model for different levels of confirmation biases in these two different contexts. Our work speaks to
seminal experimental work on confirmation bias [27] which has shown that individuals may “draw
undue support for their initial positions from mixed or random empirical findings” (p. 2098). The
model leads to testable hypotheses about how individuals are expected to change their opinion in
different information settings characterized more (online) or less (offline) information diversity.

2 Biased dynamics of argument endorsement

2.1 The general model

In this simple setting, we consider a single agent that has a prior belief α ∈ [−1, 1] about a given
topic. The agent has access to Na arguments about the topic. We assume that each argument
i ∈ {1, ..., Na} is either in favor of (then vi = 1) or against the topic (then vi = −1).

The state of the agent is characterized by two vectors:

– The knowledge vector (ki)i∈{1,...,Na}. For each argument i, if the agent knows the argument i,
then ki = 1 otherwise, ki = 0.

– The belief vector (bi)i∈{1,...,Na}. For each argument i, if the agent believes the argument i, then
bi = 1 otherwise, bi = 0. If the agent does not know the argument, then bi = 0.

Then, the balance of beliefs b of the agent about the considered topic is the sum of its prior
belief and the beliefs multiplied by the values of the arguments, for the arguments known by the
agent:
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b = α+

Na∑
i=1

bivi. (1)

The dynamics rules the determination of beliefs about new arguments. Let b(t), ki(t) and bi(t)
be respectively the balance of beliefs, the knowledge and the beliefs of the agent at time t. Assume
that at time t+ 1 the agent accesses to 2q ≤ Na arguments j1, .., j2q. Then, for j ∈ {j1, ..., j2q}:

– If kj(t) = 1, the agent knows the argument and does not change its knowledge or belief. Thus
kj(t+ 1) = kj(t) and bj(t+ 1) = bj(t).

– If kj(t) = 0:
• The agent acquires the knowledge about the argument: kj(t+ 1) = 1.
• The agent determines its belief about the argument. bj(t+ 1) = 1 with probability :

P (bj(t+ 1) = 1) =
1

1 + exp(−βb(t)vj)
. (2)

Otherwise, bj(t + 1) = 0. The probability to believe the item depends thus on parameter
α and β. Parameter α is a prior belief of the agent about the issue. Parameter β rules the
confirmation bias in the beliefs. The higher is β the higher the tendency to believe items
in the direction of the current balance of beliefs b.

Moreover, for i /∈ {j1, .., j2q} ki(t + 1) = ki(t), bi(t + 1) = bi(t). Finally, the attitude of the agent
about the topic is updated:

b(t+ 1) = α+

Na∑
i=1

bi(t+ 1)vi. (3)

We also define the attitude a(t) ∈ [−1, 1] of the agent, as follows :

a(t) = 2

(
1

1 + exp(−βb(t)
)− 1

2

)
. (4)

The attitude aims at quantifying how the agent is favorable or unfavorable to the issue at stake.
In the model this attitude is expressed by the propensity of the agent to accept arguments from one
side or the other. When the attitude is positive, its value is the probability that the agent believes
a positive argument. When it is negative, its opposite is the probability that the agent believes a
negative argument. When the attitude is close to 1 or -1, this corresponds to an extreme attitude,
as the agent is completely close to the opposite side and systematically accepts any argument on
their own side. As a result, for the same balance of beliefs, two agents having different confirmation
biases (ruled by parameter β) have different attitudes towards the issue.

2.2 Offline setting

The typical situation that we aim to represent here is an individual consuming TV or newspaper
reports in which the pro and contra arguments about the topic are balanced, but limited. In this
offline setting, we assume that, at each time step, the agent is exposed to 2q ≤ Na arguments
j1, .., j2q such that the overall valence of the argument is neutral:

2q∑
i=1

vji = 0 (5)

Hence, we have q arguments of each sign.
Once the agent knows all the arguments, its attitude remains fixed. Let T be the time when this

situation is reached. In the agent simulations, we start with all knowledge (ki) is equal to 0. We
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run the model for a number of steps T and compute the final distribution of opinions for different
values of the total number of arguments Na and the number exposed 2q at each time step, .

We do not have to repeat computer simulations in order to evaluate the average results, as
the model can be represented as a Markov chain ruling the probabilities of being in states de-
fined by four integer values. Here, a state of the Markov chain is indeed defined by the vector
(K+, B+,K−, B−) of, respectively, the number of known positive arguments, the number of be-
lieved positive arguments, the number of known negative arguments, and the number of believed
negative arguments.

K+ =

na∑
i=1

ki, K− =

Na∑
i=na+1

ki, (6)

B+ =

na∑
i=1

bi, B− =

Na∑
i=na+1

bi. (7)

As the number of believed arguments is lower or equal to the number of known arguments, the
total number of states is NS = 1

4 (na + 1)2(na + 2)2.
Considering an agent in the state S = (K+, B+,K−, B−), we can express the probability

P (S, S′) that the agent goes to the state S′ = (K ′
+, B

′
+,K

′
−, B

′
−) after being exposed to a random

neutral set of q arguments. Starting with a probability 1 of being in the state S0 = (0, 0, 0, 0),
we can evolve the probabilities of the different states after each step. In this case, as the number
of arguments is limited, when the number of steps increase indefinitely, the model converges to a
fixed probability distribution. Appendix A.1 provides the details of this model.

2.3 Online setting

In the online setting, agents choose the arguments among a much wider set of signals than in
the offline case. Again, we assume that the platform proposes a balanced set of pro and contra
arguments.

Consider an agent who selects to consider 2q arguments about the topic of interest at each point
in time. The choice of the agent is based on the valence (pro or against the considered topic) of the
signals. We assume that the selection of arguments to engage with by the agent is biased—which
is in line with previous empirical work [3,29]—governed by γ. It can be understood as a parameter
that governs a first confirmation bias or possibly the degree of motivated reasoning agents engage
in [26]. The probability of c(t, j), that the agent chooses to watch content j of valence vj at time
t, is:

P (c(t, j)) =
1

1 + exp(−γb(t)vj)
. (8)

After choosing what content to engage with, the agent updates its beliefs with the same rules
as before. In this case, the agent’s opinion potentially changes all the time, as the agent always
considers new arguments. Therefore, we set a time horizon T after which we stop the simulation.

The main difference with the offline setting is that the agent gets more opportunities to choose
the content it wants to engage with, and its initial choice is itself subject to confirmation bias. We
will consider in particular the case of users who are careful to balance their selection of news (i.e.
for whom γ = 0) in order to clearly distinguish between the effects of selection and belief bias.6

We can actually represent the state of the agent by the balance of its beliefs minus the prior
belief: b − α = B+ + B−. For a time horizon T , the state S is an integer in : {−2qT, 2qT}. For
any state in {−2q(T − 1), 2q(T − 1)}, we can compute the transition probabilities to all the states

6 While motivated reasoning and confirmation bias can both apply to conscious or less-conscious processes,
motivated reasoning is generally understood to be former and [26] confirmation bias to be latter [32].
Therefore, it is possible that the selection of information includes some motivated reasoning as well as
being subject to confirmation bias.
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in {−2qT, 2qT}. Then, starting with the system being the state S = 0 with probability 1, we can
compute the probability distribution over all the states at any step t <= T . A detailed description
of the Markov Chain can be found in Appendix A.2.

3 Simulation results

3.1 Increased extremism in the online setting

Indicator. The indicator of extremism E, is defined at t on the probability distribution µt(b)
of the agent holding balance of beliefs b ∈ {−B, ...B} as the average of the absolute value of the
attitude a(b) (see Eq. 4):

E =
B∑

b=−B

µt(b)
∣∣a(b)∣∣ , (9)

Indeed, if this indicator is close to 1, ti means that the agent’s attitude is very likely to be 1 or
-1, in which case the agent accepts all arguments from their side and discards any argument from
the opposite side, which fits the usual view of an extreme behaviour.

Examples of comparisons between online and offline settings. Figure 1 provides examples
of comparison of the evolution of normalized opinions between offline and online settings. In these
examples, the number of considered arguments at each iteration is 4 in both cases. In the offline
setting, two arguments of each sign are chosen at random at each iteration. In the online setting,
the agent chooses 4 arguments at random, with no selection bias γ = 0. In the offline model, the
total number of arguments is Na = 12. In the online, the number of arguments increases of 4 at
each iteration, as they are assumed new. The bias in the choice of the arguments to consider is
γ = 0.

In these examples, polarization is much stronger in the online setting. This is reflected by the
extremism indicator which is lower than 0.5 in the offline examples and higher than 0.7 in the
online examples.

Figure 2 shows the evolution of the logarithm of the distribution of balance of beliefs for the
same examples as Figure 1. Indeed, after a few iterations, especially in the online case, without the
logarithm, the values of the distribution are very small and difficult to distinguish. These figures
show that, in the online case, the agent has a high probability to reach balances of beliefs which are
higher than 20 or lower than -20, whereas in the online case, the opinions are most likely between
-3 and +3. In the online case, the distribution is steadily enlarged at each iteration, which increases
the likelihood of extremism. As the number of arguments is fixed in the offline case, the tendency
to become more extreme comes only from the discovery of unknown arguments.

Effects of different parameters on extremism. Figure 3 shows how the extremism indicator
evolves with the number of iterations t, for different values of the belief confirmation bias parameter
β. For the considered values of the parameters, in the offline case, extremism remains almost
constant after 4 or 5 iterations. On the contrary, in the online case, extremism continues to strongly
increase until the last iterations for all values of β. This increase gets smaller when the extremism
reaches values that are close to 1, like for β = 0.5.

This constant increase of the extremism in the online setting can be explained by the shape of
the distribution of balances of beliefs over time as shown on Figure 2, on the left panels. Indeed,
at each iteration, there is a high probability to get a stronger balance of beliefs by adding new
positive or negative beliefs. In the offline setting, this increase is constrained by the limited number
of items.

Figure 4 shows the effect of γ, the bias in the choice of the items (online setting), on the
evolution of the extremism for different values of the bias in the belief of items β. All the other
parameters being the same as on Figure 1. The result shows a substantial increase of the extremism
for γ = 0.2 and even more for γ = 0.4.
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Fig. 1. Evolution of the distribution of attitude in Online and offline Markov models. In both models, the
number of arguments considered at each iteration is 2q = 4 and the initial bias α = 0. The total number
of arguments in the offline model is Na = 12. In the online model, the choice bias is γ = 0. In each case,
the extremism indicator E is computed at the last iteration.
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Fig. 2. Evolution of the logarithm of the distribution of the balance of beliefs b(t) in Online and offline
Markov models. The parameters are the same as on Figure 1. In both models, the number of arguments
considered at each iteration is 2q = 4 and the initial bias α = 0. The total number of arguments in the
offline model is Na = 12. In the online model, the choice bias is γ = 0. In each case, the extremism indicator
E is computed at the last iteration.



Regular access to constantly renewed online content favors radicalization of opinions 7

Offline Online γ = 0

It
er
a
ti
o
n
s
t

It
er
a
ti
o
n
s
t

β β

Fig. 3. Extremism indicator during iterations. Left panel: offline. Right panel: Online. The parameters are
the same as on Figure 1.
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Fig. 4. Extremism indicator during iterations for online setting. Effect of the bias in item choice parameter
γ. The other parameters are the same as on Figure 1.

The effect of parameter γ is actually very similar to the effect of a selection algorithm that
could be implemented by the platform. It plays the role of a filter prior to a more careful attention
devoted to the item.

3.2 Amplification of prejudice in online setting

Indicator. Let µt(b) be the probability distribution of the balance of beliefs b, varying between
−B + α and B + α at iteration t.

The prejudice P (t) is defined as the average of the attitude:

P (t) =

B+α∑
b=−B+α

a(b)µt(b), (10)

where a(b) is the attitude associated with the balance of beliefs as specified by equation 4.
The value of this indicator is in [−1, 1] and expresses the average tendency to believe positive or
negative items. It is 0 when the distribution is symmetric, that is, when the probability to believe
negative or positive items are the same (as it is always the case when the initial opinion α = 0).
It is positive if the agent has a higher probability to believe positive than negative items, it is
negative in the opposite case. Note that, at t = 0, P (0) is simply the attitude at t = 0 because the
distribution is all concentrated (Dirac distribution) at value α.

In the following, we measure the relative increase IP (t) of the prejudice over time which is:
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Fig. 5. Initial bias α = 0.5. Evolution of the distribution of normalized opinions in online and offline
Markov models. In both models, the bias on item belief is β = 0.2. In each case, the prejudice indicator P
is computed at the last time step.

IP (t) = 1− P (0)

P (t)
(11)

In other words, IP (t) express to what extent the prejudice is amplified over time.

Examples. Figure 5 shows examples of model runs with an initial bias α = 0.5. In this case the
distribution is asymmetric. In both cases the initial prejudice P (0) = 0.05. However, at t = 10, we
have P (10) = 0.08 for the offline setting and P (10) = 0.18 for the online setting. This example
suggests that the initial prejudice tends to increase more with the interactions in the online setting.

Systematic simulations. Figure 6 shows the relative increase of prejudice IP (t) for different
values of β and for a prior belief α = 0.5. In the online setting, the figure shows the results for 3
values of the bias in the choice of the items γ ∈ {0, 0.2, 0.4}.

When γ = 0, the relative increase of prejudice is higher in the online than in the offline setting
for 0.1 ≤ β ≤ 0.25. However, for β > 0.25, the final relative increase of prejudice is higher in the
offline setting.

Overall, the relative amplification of the prejudice is even higher when the bias on belief β
is small (for γ = 0.2, and even more for γ = 0.4), while the opposite is true in the offline case.
Moreover, the amplification of the prejudice is higher online than offline for all values of β, and
the increase takes place more rapidly (after 6 or 7 iterations).

4 Discussion

The Web 1.0 revolution brought regular access to a wide diversity of constantly renewed content
about any topic to the billions of people connected to the internet. Our model suggest that this
access to online content increases the effect of cognitive biases (i.e., confirmation bias and mo-
tivated reasoning) which amplifies bi-polarization, extremization and prejudice. Algorithmically-
induced selective exposure (associated with Web 2.0) certainly increases these effects even more,
but the role of the almost infinite choice of contents offered by online environments should not
be neglected. This point resonates with effects of ‘globalization’ or network size in other modeling
traditions [1,11,12,19,20,23,24] and invites to refrain putting the blame of polarization exclusively
or even majorly on web personalization [22].

The model introduced in this paper is based on a recent contribution that experimentally
calibrated the agents’ influence-response function after exposure to a balanced set of arguments [8].
The approach relies on several assumptions that deserve further investigation, in our view. First,
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Fig. 6. Relative increase of prejudice IP (t) = 1 − P (0)
P (t)

. The non-specified parameters are the same as on
Figure 1.

all beliefs are considered dichotomous. The agents either completely believe or completely reject
an argument. However, it is often the case that we believe more or less an argument. It would
be important to investigate if a model introducing several levels of beliefs would show the same
effects. Second, all arguments hold the same weight when the aggregate opinion is constructed. How
opinions are precisely constructed from a set of arguments is an open empirical question, but as
some motivated reasoning scholars point to the active construction of the same known arguments
to reach different conclusions [2,13,26], it is likely that there is some form of weighing of arguments
involved. Our model showed that different opinions can emerge given the same information, if
that information is evaluated based on some biased belief. When weighing gets involved, different
opinions can also emerge between agents who believe the same information. Such a model could
resonate well with the reality of radically different interpretations accepting the same facts, which
we have seen during even the largest of societal challenges such as COVID-19 or in the climate
change mitigation debate.

While enriching the model with more complex processes and calibrating those processes to
empirical micro and macro-level data could improve our understanding of cognition and information
consumption in different contexts, we believe that the main conclusions from this paper are likely
to hold up. The discussion framed by traditional media focuses on a limited set of arguments,
because they should meet the interest of a wide audience. Introducing very specific points or
details introduces a high risk to loose the average reader or spectator. With the freedom to browse
on a virtually infinite set of arguments, online information consumers can find large set of items
that fit perfectly their specific interest, dig deeper and deeper in their own direction, ultimately
forging a robust, likely extreme, opinion.

The work presented here fits into a broader tradition of social simulation models that have tried
to tackle the question of globalization from different angles. Our findings resonate with those from
the bounded confidence tradition [11,19] where confirmation bias can produce the empirical macro-
patterns observed online [12]. They echo results from nominal opinion models in the tradition of
Axelrod [1] with globalization causing fragmentation, not consensus [24] and online communication
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creating large cleavages between those who think differently [5,23]. What is more, they fit the results
from the Construct-model tradition [9] that, much like PAT, considers the adoption of facts based
on information processing biases [30].

We propose a number of possible avenues for future theoretical and experimental research based
on the model discussed here, that stand between this abstract model and the patterns we see at
a macro-scale in reality [15]. Theoretically, the addition of information filtering systems can be
an interesting extension to the model. Web personalization can be implemented in many ways—
for instance, as network-based, popularity-based or cultural distance-based filters—and the choice
for a particular filtering procedure may have profound impacts on the dynamics of opinions [22].
One could also imagine to integrate this model with the model from Geschke et al. [17] who
considered individual, social and technological filters. In order to capture aspects of the Web 2.0 the
model should be enriched by incorporating social networks and social influence components [7,14].
Networks dictate how information spreads through a population. Both social structure and the way
in which communication is structured vary between on and offline contexts and may impact model
dynamics [23]. Finally, including multiple opinions that co-evolve [6] could create more complex
agent profiles and possibly overcome amplification of initial bias.

The research presented here also resulted in promising directions for experimental research.
While this model is built upon empirical work by Banisch and Shannon [8], the previous work
did not consider crowded (nor infinte) information environments. What is more, the model here is
extended with a selection bias (modeled as γ in Eq. 8). An extension of the original experiment [35]
could consider the information selection process introduced here and control the amount of infor-
mation that individuals can choose to engage with. This would allow to empirically calibrate the
selection bias γ and validate the conjectures of this paper.

The digital revolution has come with many challenges, of which increasing polarization is just
one. Theoretical explanations like the one outlined in this paper help to understand the logic of
assumed causal links, and point to where the culprits may be. We have shown that we need not
assume that polarization arises from advanced Web 2.0 selective exposure, complex social network
topologies or heterogenous influence-response functions, but that a cognitive processing suffices to
generate extremization. Interpret these findings at your own risk.
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A Appendix: Details of the Markov models

A.1 Model with offline interactions

The model includes Na = 2na arguments in total and during T time steps, at each time step, the
agent receives information about q positive and q negative arguments, chosen at random among
the Na possible arguments.

The different states of the agent are defined by four integers (kp, kn, bp, bn), where kp ∈
{0, ..., na} is the number of positive arguments known by the agent, kn ∈ {0, ..., na} is the number
of negative arguments known by the agent, bp ∈ {0, ..., kp} is the number of positive arguments
believed by the agent and bn ∈ {0, ..., kn} is the number of negative arguments believed by the
agent. Let S be the total set of these possible states.

Let µt(kp, kn, bp, bn) be the probability that the agent is in state (kp, kn, bp, bn). We assume:
µ0(0, 0, 0, 0) = 1 and for all the other states, µ0(kn, kp, bp, bn) = 0.

Then, at each step t ∈ {1, ..., T − 1}, we compute µt+1 from µt. This is done as follows:

1. We initialise the difference distribution δ(kp, kn, bp, bn) = 0, for all (kp, kn, bp, bn) ∈ S.
2. For all states (kp, kn, bp, bn) ∈ S such that µt(kp, kn, bp, bn) > 0:
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(a) There are na − kp unknown positive arguments and na − kn negative arguments. The
maximum of new arguments received is thus mp = min(q, na − kp) positive and mn =
min(q, na − kn) negative arguments. As the arguments are assumed randomly chosen, the
probability that the agent gets a new positive argument is Pkp =

mp

na
and the probability

to get ip ∈ {0, ...,mp} new arguments is (Bernoulli formula):

P (k′p = kp + ip) =

(
ip
mp

)
P

ip
kp(1− Pkp)

mp−ip . (12)

Similarly, the probability that the agent gets a new positive argument is Pkn = mn

na
and

the probability to get in ∈ {0, ...,mn} new arguments is :

P (k′n = kn + in) =

(
in
mn

)
P in
kn(1− Pkn)

mn−in . (13)

(b) For each new positive argument among ip, the probability to believe this argument is:

Pbp =
1

1 + exp(−β(bp − bn + α))
. (14)

Hence, the probability to believe jP ∈ {0, ..., ip} positive arguments among the ip new ones
is:

P (b′p = bp + jp) =

(
jp
ip

)
P

jp
bp (1− Pbp)

ip−jp . (15)

Similarly, for each new negative argument among in, the probability to believe this argu-
ment is:

Pbn =
1

1 + exp(β(bp − bn + α))
. (16)

Hence, the probability to believe jn ∈ {0, ..., in} negative arguments among the in new
ones is:

P (b′n = bn + jn) =

(
jn
in

)
P jn
bn (1− Pbn)

in−jn . (17)

(c) For all considered values ip, in, jp, jn, let:

dP = P (k′n = kn + in)P (k′n = kn + in)P (b′p = bp + jp)P (b′n = bn + jn). (18)

We update δ as follows:

δ(kp, kn, bp, bn) := δ(kp, kn, bp, bn)− dP (19)

δ(kp + ip, kn + in, bp + jp, bn + jn) := δ(kp + ip, kn + in, bp + jp, bn + jn) + dP. (20)

3. We update the distribution µt. For all states:

µt+1(kp, kn, bp, bn) = µt(kp, kn, bp, bn) + δ(kp, kn, bp, bn). (21)

Finally, we compute the distribution of probabilities to have a bias of 2 ∗
(

1
1+exp(−β(b+α) −

1
2

)
,

as the sum of µ(kp, kn, bp, bn) for all the couples (bp, bn) such that bp − bn = b.

A.2 Model with online interactions

In this case, the set of states is simpler: they correspond to all the possible values of the balance
of beliefs bp − bn, which are S = {−Tna, ..., Tna}, where T is the number of iterations in which
the agent consults 2q items on the platform.

We define the probability distribution µt(b), for b ∈ S. Initially, m0(0) = 1, and µ0(b) = 0 for
b ̸= 0.

Then, at each step t ∈ {1, ..., T − 1}, we compute µt+1 from µt. This is done as follows:
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1. We initialise a difference distribution such that δ(b) = 0 for all b ∈ S,
2. for each state b such that µt(b) > 0:

(a) we compute the probability to choose a positive content:

Pc =
1

1 + exp(−γ(b+ α))
. (22)

Then, for cp ∈ {0, ..., 2q} the probability to choose to consult ip positive contents and
qa − cp negative contents is:

Pcp =

(
cp
qa

)
P cp
c (1− Pc)

qa−cp . (23)

(b) Then, the probability to believe jp ∈ {0, ..., cp} contents among the chosen cp is:

P (b′p = bp + jp) =

(
jp
cp

)
P

jp
b (1− Pb)

cp−jp , (24)

with:

Pb =
1

1 + exp(−β(b+ α))
. (25)

Similarly, settingcn = qa − cp, the probability to believe jn ∈ {0, ..., cn} contents among
the chosen cn is:

P (b′n = bn + jn) =

(
jn
cn

)
P jn
n (1− Pn)

cn−jn , (26)

with:

Pn =
1

1 + exp(β(b+ α))
. (27)

(c) For all the considered (cp, cn, ip, in), let:

dP = µ(b)PcpP (b′p = bn + jp)P (b′n = bn + jn) (28)

We update the distribution δ as follows:

δ(b) := δ(b)− dP (29)

δ(b+ jp − jn) := δ(b+ jp − jn) + dP. (30)

3. We update the distribution µt. For all states:

µt+1(b) = µt(b) + δ(b). (31)

Finally, like with the offline model, the distribution of probabilities to have a bias of 2 ∗(
1

1+exp(−β(b+α) −
1
2

)
, is µ(b).
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