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Abstract

How consequential are the limitations of citizens’ reasoning and cognition for

the quality of collective choice? To address this question, we develop a sequence of

formal models focusing on a key aspect of individuals’ reasoning ability relevant to

politics: making inferences from arguments. In the models we analyze, a society is

composed of a mix of cognitively different types of agents: agents who can make

efficient use of the information entailed in arguments to which they may be exposed

(the Bayesian ideal), and agents who, similar to Conan Doyle’s Dr. Watson, have

a cognitive bias that prevents them from drawing efficient indirect inferences. We

consider the divergence of positions and judgments of these types of agents in relation

to (1) the complexity of the argument space; (2) the distribution of these cognitive

types in the society; (3) the incentives that a society with a given distribution of

types creates for potential speakers to make informative arguments to the citizens;

and (4) the conditions for sustaining the equilibria with the greatest possible degree

of informative argumentation in the multi-speaker argumentation game. Our key

results show that the differences between the posterior beliefs and choices of cognitive

types tend to decrease with the greater strategic and argumentational complexity

of the environment, and with the greater prevalence of cognitively bounded types.
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1 Introduction

Citizens’ cognition and reasoning affect their induced preferences over policies and can-

didates and, in consequence, also the choices of political actors seeking to influence those

preferences. Because the quality of democratic governance turns on citizens’ ability to

select the right kind of public officials and to hold them accountable for their choices, how

citizens reason and what they know appears critically important for proper functioning of

democratic institutions. Not surprisingly, scholars of political behavior have often voiced

concerns over the systematic findings by cognitive and social psychologists pointing to

dramatic limitations on citizens’ knowledge and to departures in their reasoning and

decision-making from the ideal of rational inference.

How consequential are these limitations? What implications do they have for the

practice of democratic governance? How much should democratic theorists worry?

We develop a sequence of formal models to address these questions. Our analysis

focuses on a key aspect of individuals’ reasoning ability relevant to poitics: making infer-

ences from arguments. To build a basic intuition underlying our treatment of arguments,

note that one can distinguish three salient types of messages/arguments: messages that

resonate with the receivers and, in so doing, either reinforce or directly persuade them

of how they should think about the choices they face; messages that are simply not on

point, and, as such can be ignored without loss; and messages that do not resonate but

could, albeit indirectly and upon deeper reflection, reveal something valuable about the

alternatives. A famous exchange between Sherlock Holmes and Dr Watson in Arthur

Conan Doyle’s “Silver Blaze,’ illustrates the nature of the inference that is entailed in

making sense of the latter kind of messages. Whereas an educated, but not particularly

logically outstanding, Watson enirely disregards as irrelevant the fact that, in the story,

the dog did not bark in the night, Holmes infers as elementary that it implies that the

crime was not a burglary.

Holmes and Watson differ in their abilities to make an inference from the “null

observation.” In the context of argumentation, an equivalent of the “null observation”

is the unpersuasive argument, provided that the listener knows something about the

correlation between that argument and the position that it is meant to support. Another,
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more directly politically relevant example helps clarify some of the key incentives that

may arise in relation to this point. Suppose that Jill is uncertain in her position on

abortion rights: she leans against them, but is not yet absolutely convinced that that is

the “right” position. Suppose, further, that Jill finds herself in a discussion with someone

she has good reason to believe is one of the most thoughtful critics of abortion, and that

this person makes a series of arguments, none of which Jill finds persuasive. How should

this interaction affect her beliefs about the justifiability of abortion rights? If Jill is a

Bayesian agent, she should conclude from the conjunction of two facts, her exposure to the

most persuasive arguments possible against abortion rights and the unpersuasiveness to

her of those arguments, that abortion rights are more defensible than she had previously

thought. If Jill is, however, more like Watson in the Conan Doyle stories, she may be

expected to fail to make that inference. If the critic of abortion rights that Jill met

believes that Jill’s position will change only if she hears (direct) arguments that she finds

persuasive, then he loses nothing by making his best case to her. If, however, he believes

that Jill, who would otherwise be likely to support anti-abortion politicians, would make

inferences from the “null observation” (that is, from the fact that she has not heard a

persuasive argument in his speech), he may be reluctant to make his arguments to her.

In the formal setting we describe below, we consider a society that is composed of a

mix of Bayesian (Holmesian) and Watsonian types of agents and consider the divergence

of positions and judgments of the two types of agents in relation to (1) complexity of

the argument space; (2) the distribution of these cognitive types in the society; (3)

the incentives that a society with a given distribution of types creates for potential

speakers to address informative arguments to the citizens; and (4) the conditions for

sustaining equilibria with greatest possible degree of argumentation in multiple-speaker

argumentation game.

To summarize our key results: while greater cognitive sophistication (weakly) in-

creases individual’s welfare, its value added is fundamentally contingent on the informa-

tional and strategic properties of the interactive environment. Most starkly, we show that

the social implications of greater cognitive sophistication may be negative, rather than

positive: while Bayesians make better inferences, Watsonians encourage more speech,

and the tendency of the net effect favors the society of Watsonians.
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2 Relation to Literature

In modern political science, the tradition of concern about the implications of voters’

cognition and reasoning for democratic governance originates with the seminal contribu-

tions by the Michigan School. If voters’ information, attention, and inferential abilities

are particularly limited, there may be good reasons to worry about the prospect of ratio-

nal voting decisions, both in choosing the best policy in direct democracy settings, and

in making the best evaluation of incumbent representative’s performance in office.1

Lupia and McCubbins (1998) present a systematic critique of the Michigan School

conclusions focusing on the assumption that individual knowledge of facts is necessary

for high-quality choices. Rather than learning these facts themselves, they argue, citizens

in democracies take cues from informed elites, and effective democratic institutions are

those that enable most efficient identification of which elites to trust and for what cues.

The approach we take in this paper is complementary to theirs. Setting aside

the cheap-talk and facts, we focus, rather, on arguments and cognition, and the general

equilibrium implications of those for what kind of information is available and, ultimately,

for the distribution of posterior beliefs in the society.

The formal literature on communication has focused primarily on the analysis of

cheap-talk models of information transmission, in which the key question of interest

is the conditions under which the senders are willing and able to reveal more or less

coarse information to the receivers ((Crawford and Sobel 1982; Battaglini 2002; Meirowitz

2006; Gerardi and Yariv 2006; Austen-Smith and Feddersen 2006). In such models, the

messages transmitted are “cheap” both in the sense of not costing anything to the sender

and in that they are “merely” unverifiable “talk.”

The approach closer to the present paper is that of the models of verifiable messages,

in which senders can supply (partial) proofs for their signals and in which the veridicality

(truth content) of a message is the same for all types of receivers (Lipman and Seppi

1995; Glazer and Rubinstein 2001, 2006; Landa and Meirowitz 2009; Mathis 2011).

While the present model can be interpreted as one with verifiable (provable) messages,
1As a counterpoint, studies of aggregate voting decisions and attitudes (Erickson, Stimson, et al.)

have painted a starkly contrasting view, largely consistent with the possibility of voters being efficient

and effective principals and raising a puzzle of the apparent incompatibility with the voter-level studies.
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the veridicality of messages we model differs across receivers, and when they reject the

proof (that is, when the arguments are not convincing), the messages received may still

have informational content that is either exogenously fixed or, as in cheap-talk models,

endogenously derived from the equilibrium incentives of the players.

The closest models to the one developed in the present paper are Hafer and Landa

(2007, 2008); Dickson, Hafer, and Landa (2008, 2015); and Hummel (2012). The first

four papers analyze related models with argumentation that, like in the present model,

satisfies full provability and private veridicality but unlike the current model’s focus,

their focus is on the informational effects of institutions affecting the speaker’s access

to the audience and of debate and preference aggregation rules, respectively. Hummel

builds on the argumentation technology in the Hafer and Landa papers and introduces

electoral competition with candidates taking positions before arguments regarding them

are revealed to the voters, showing divergence in candidate platforms in two-candidate

winner-take-all elections.

The non-Bayesian agency we model is closely connected to one of the central findings

in cognitive psychology — the existence of a cognitive bias in favor of one’s own currently

held convictions (Zaller 1992; Dawes 1998; Rabin 1998; Baron 1994). An implication of

such a bias is that in order to overturn one’s prior position, the evidence against it

or in favor of an alternative must be stronger than what be necessary if an update on

that evidence was efficient. A direct and largely unambiguous evidence would stand a

strongest chance for such an update, as agents “may even come to regard the ambiguities

and conceptual flaws in the data opposing their hypotheses as somehow suggestive of

the fundamental correctness of those hypotheses” (Lord et al. 1979, p. 2099). A closely

related literature on the psychology of hypothesis testing (Wason 1968; 1977; Baron 1994,

Ch. 13) suggests a similar idea: that people tend to look for “positive” confirmations of

hypothesized patterns while disregarding or failing to look for “negative” information that

does not fit the expected pattern but that can disconfirm the hypothesis.2 Finally, and

most directly relevant to the agency model in this paper are the experimental findings

in Dickson, Hafer, and Landa (2007) on the consequences of the Watsoinian agency in
2There is also connection to the literature on overconfidence (in particular, Ortoleva and Snowberg

(2015)), since overconfidence and confirmatory bias are close concepts.
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a strategic communication setting. The authors report strong and robust evidence that

a very substantial share of the subjects in the experiment behave consistent with our

model of Watsonian subjects.

3 Model

Suppose a finite set N of (potential) speakers, |N | = n, such that their ideal points

{π1, π2, ..., πn} are evenly spaced on the perimeter of a unit circle with center (0, 0).3

Throughout, we will refer to potential speakers as speakers, understanding by that term

someone who can choose to send a message (equal to her position) or not, to the listeners.

For all but the last part of the paper, we assume that there is a speaker associated with

each of the N possible ideal points. We will use the term active speaker to refer to a

speaker who does send a message (equal to her position) to the listeners. Let M be the

set and m be the number of active speakers.

Initially, each listener does not know her ideal points π0 ∈ {π1, π2, ..., πn} and assigns

equal probability to elements in that set.4 Thus, her initial expected value E[π0] = (0, 0).

The listeners may learn their ideal points through speakers’ communication. The exact

nature of learning is explored below. After observing speakers’ speeches (if any) and

updating her beliefs, each listener chooses an action π ∈ R2, which we will refer to as

that listener’s policy choice.

We will say that an argument i is persuasive to a listener j when j directly learns

her ideal point from hearing i, i.e., i = j. Otherwise, the argument i is unpersuasive to

j – even though, it may be indirectly informative to j of her ideal point.

Let πj represent speaker j’s ideal point; also the true ideal point of a listener per-

suaded by j, πj = (cos 360
n j, sin

360
n j).

3We could have more than n speakers, with some speakers sharing the same ideal point, but if the

cost of speaking c > 0, then in pure strategy equilibria, at most one speaker with a given ideal point will

actually speak. So, for simplicity, we assume both that there are no duplicate speakers and no direct

cost of speaking.
4In the present paper, we abstract away from the possibility that the listener may be persuaded by

more than one distinct speaker, which would have an effect of allowing the listener’s ideal point be in

the interior of the circle. We leave the exploration of that possibility to future work.

5



The utility of speaker j when the listener chooses policy π is

−||πj − π||2.

We assume that listeners and speakers believe that each of the n arguments is equally

likely to be persuasive to a given listener, but that only one of them can, in fact, be

persuasive to that listener.

We will consider two cognitive types of listeners, to whom we will refer as Bayesians

and Watsonians. The salient difference between these listeners is how they respond to

unpersuasive arguments. To define it formally, suppose that they each hear argument j

and find it unpersuasive. For the Bayesian listeners, the posterior pB is:

Pr(i is true|¬j) =
1

n− 1
∀i 6= j

Pr(j is true|¬j) = 0.

For Watsonian listeners, the posterior pN is given by

Pr(i is true|¬j) =
1

n
∀i (inlcuding i = j).

3.1 Bayesians vs. Watsonians: a Purely Informational Story

Our first observation is a trivial one: at any given profile of speeches, Bayesian listeners

make (weakly) better policy choices on average than do Watsonians, and the relationship

is strict if there is no active speaker at every possible ideal point. Our next question is

about the distance between their posterior beliefs. We consider the divergence between

these posteriors using a standard entropy-based divergence measure that does not require

absolute continuity: total variational distance (also known as statistical distance).5

The total variational distance for posteriors pB and pN is

1

2

n∑
i=1

|pB(i)− pN (i)| = 1

2

(
1

n
+ (n− 1)

(
1

n− 1
− 1

n

))
=

1

n
.

Taking the limits, we get

lim
n→∞

1

n
= 0

lim
n→2

1

n
=

1

2
.

5In the appendix, we show that another sometimes used measure that does not require absolute

continuity, Lin’s symmetric divergence measure, is comparable in our setting.
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The more there is to learn (larger n), the smaller the divergence between the two cogni-

tive types’ beliefs when they are unpersuaded by a given argument. After a persuasive

argument, total variational distance is 0 for either type of agent.

Suppose that agents learn m unpersuasive arguments, then

1

2

n∑
i=1

|pB(i)− pN (i)| = 1

2

(
m

n
+ (n−m)

(
1

n−m
− 1

n

))
=
m

n

and

lim
n→∞

m

n
= 0

lim
m→n−1

m

n
=

n− 1

n

lim
n→∞

n− 1

n
= 1.

Here, the more agents learn, the bigger the divergence between the cognitive types’ beliefs

when they remain unpersuaded by what they have heard.6

Summarizing the preceding conclusions, we have the following result:

Proposition 3.1. Among listeners who have heard only unpersuasive arguments, the

average differences in posterior beliefs between Bayesians and Watsonians are

1. greater when they have heard more arguments, holding fixed the number of possible

arguments;

2. smaller when there are more possible arguments, holding fixed the number of argu-

ments they have heard.

The differences in beliefs between Bayesians and Watsonians are greater when they

are exposed to more information, but less important when the issue is relatively more

complicated, with more possible positions that can be supported by potentially com-

pelling arguments.
6However, more agents are persuaded, and learn their ideal points with certainty, when they are

exposed to more arguments.
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3.2 The Incentives to Speak When There Are no Other Speakers

Next, we consider how the composition of the audience affects the speaker’s incentives

to speak when she is the only possible speaker.

Note that the ex ante expected value of the listener’s ideal point is (0, 0). Suppose

that argument j is unpersuasive. Denote by π¬j the Bayesian’s new (posterior) best

policy choice following the unpersuasive argument. We have

π¬j =
∑
i 6=j

1

n− 1

(
cos

(
360

n
i

)
, sin

(
360

n
i

))
.

Speaker j’s ideal point is

πj =

(
cos

(
360

n
j

)
, sin

(
360

n
j

))
.

By the Pythagorean Theorem, the distance between πj and π¬j is n
n−1 . Thus, j’s expected

utility from making argument j to a Bayesian listener is

E[uj(j)] = − 1

n
(0)− n− 1

n

(
n

n− 1

)2

= − n

n− 1
.

The expected utility from not speaking is E[uj(no speech)] = −1. Thus:

E[uj(no speech)]− E[uj(j)] =
1

n− 1
> 0.

It is clear that

lim
n→∞

(E[uj(no speech)]− E[uj(j)]) = 0,

but the covergence is “from above,” that is, a single speaker facing a draw from a popu-

lation of Bayesians will always prefer not speaking.

Facing a Watsonian listener, on the other hand, the lone speaker prefers speaking:

E[uj(no speech)]− E[uj(j)] = −1−
(

1

n
(0)− n− 1

n
(1)

)
= − 1

n
< 0.

The presence of Watsonians, thus, increases the expected benefits of speaking, while

decreasing the expected losses. So, the more likely the Watsonians, the sooner, as n→∞,

the expected utility of speaking will exceed the expected utility of not speaking. Thus,
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the more likely the Watsonians, the more informed the posteriors of the listeners will be.

Given uncertainty regarding the type of the audience, and letting β be the proportion of

listeners who are Bayesians,

E[uj(no speech)]− E[uj(j)] = β

(
1

n− 1

)
+ (1− β)

(
− 1

n

)
=

1 + 2βn− n− β
n2 − n

.

Simplifying, wee see that the speaker prefers to speak when

1 + 2βn ≤ n+ β. (1)

Let β∗ be the value of β such that for β < β∗, the expected value of speaking exceeds

the expected value of silence for a lone speaker, and the reverse holds for β ≥ β∗. Then,

from (??), we get β∗ = n−1
2n−1 , with limn→∞ β

∗ = 1
2 and limn→2 β

∗ = 1
3 .

We have the following result:

Proposition 3.2. 1. The greater n, the smaller the proportion of Watsonians neces-

sary to support the speaker’s incentive to make an argument; however,

2. Even for arbitrarily large n, the speaker prefers to make his argument only if a

majority of listeners are Watsonians.

3.3 Multiple Speakers

Our results thus far imply a tension. Because Bayesians use information more effectively,

populations with higher proportions of Bayesians β enjoy higher average welfare because

other things being equal more listeners are making better choices. However, incentives to

speak are weaker in populations with a higher proportion of Bayesians, and listeners of

both cognitive types need the information that speech provides in order to make better

choices. To evaluate this tension, we must determine not only the effects of various

features of the environment on speaker incentives, as is our focus above, but what sets

of active speakers can be sustained as equilibrium behavior given that speakers choose

whether to be active in speech-making or not.

If there is a speaker for every ideal point, then for every β, there exists an all-

speaking equilibrium so that M = N. In this case, the informational welfare of the
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society is the same for all values of β. However, the existence of such an equilibrium

is special: when not every ideal point has a (potential) speaker associated with it, all

speakers being active cannot be supported as an equilibrium for all β, suggesting that the

general relationship between informational welfare and β is more subtle. In this section,

we seek to characterize that relationship, and so focus our analysis on the case when not

every potential kind of speaker may be present.

We first examine the incentives for a potential speaker to speak in the presence

of a set of another active speaker, and then generalize to arbitrary set of other active

speakers. We then endogenize the set of active speakers and argue that the most stable

distributions of active speakers will satisfy rotational symmetry, and, consequently, will

minimize the social upside of Bayesian listeners.

3.3.1 2-speaker case

We next consider the equilibrium behavior in the 2-speaker case, studying a given poten-

tial speaker j’s incentives to speak when there is one other active speaker, i. Normalizing

j’s position to 0◦, i.e., πj = (1, 0), we have the following result:

Proposition 3.3. The two-speaker equilibrium can be sustained if and only if

β ≤ β∗ =
(n− 1)(n− 2)

(n− 1)2 + 2(n− 1) cos 360
n i+ 1 + (n− 1)(n− 2)

,

which binds less for smaller number of ideal point positions n and bigger distance between

the speakers.

Proof. See Appendix.

Note that β∗ is decreasing with n and it is maximized when cos 360
n i = −1, that is,

when i is exactly opposite j. Thus, the denser the distribution of ideal positions, and

the closer the active speakers are to one another, the more Watsonians would be needed

to support the speech of both speakers in equilibrium.

We next consider how the incentives to speak solo compare to the incentives to

speak in duet. When speaking solo,

E[uj(j speak)]− E(uj(no speech)] = −β 1

n− 1
+ (1− β)

1

n
. (2)
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Normalizing j to 00, and supposing active speaker i,

E[uj(j speak|i speak)]− E(uj(j silent|i speak)] (3)

=
1

n
(1− β)− β

n(n− 1)(n− 2)

[
(n− 1)2 + 2(n− 1) cos

360

n
i+ 1

]
(4)

The presence of speaker i increases j’s incentive to speak when the value of expres-

sion (??) is lower than the value of (??), i.e., when

−β 1

n− 1
+ (1− β)

1

n
<

1

n
(1− β)− β

n(n− 1)(n− 2)

[
(n− 1)2 + 2(n− 1) cos

360

n
i+ 1

]
,

which reduces to

− 1

n− 1
> cos

360

n
i.

Note that this condition, which is independent of β, is easier to meet the more

negative cos 360
n i is – that is, the farther away from j it is and the greater the number of

ideal points n there are.

3.3.2 Equilibrium with m speakers

Suppose, a set M of active speakers, recalling that |M | = m, and M ⊂ N, and consider

how their presence affects the incentives to speak for another speaker j /∈M .

We begin with the following result, which creates a baseline expectation about the

relationship between listener cognition and the potential speakers’ incentives to speak:

Proposition 3.4. Given a set of active speakers M , m = |M | < n− 2, j’s benefit from

speaking is decreasing in the share of listeners who are Bayesian, β.

Proof. See Appendix.

Next, we have the following result:

Proposition 3.5. Holding fixed the set of other active speakers M, j’s benefit from

speaking is

1. greater when the other active speakers’ positions are farther from πj ; and

2. greater when the other active speakers’ positions are symmetric around the bisection

of the circle through πj .
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Proof. See Appendix.

The following definition formalizes the idea of an equilibrium set of speakers:

Definition 3.1. A set of active speakers M can be supported in equilibrium given β if

for all j ∈M, at that value of β

E[uj(j)|M\{j}]− E[uj(no speech)|M\{j}] ≥ 0

and for all j ∈ N\M,

E[uj(j)|M ]− E[uj(no speech)|M ] ≤ 0.

From Propositions ?? and ??, the sets of active speakers that can be supported in

equilibrium depend on both β and the configuration of their positions. While a dynamic

model of speaker entry and exist is beyond the scope of this paper, we can examine

the features of the equilibria that present marginal speakers and non-speakers with the

strongest incentives to speak and be silent, respectively.

Let ∆(j,M ;N, β) := E[uj(speaking|M)]−E[uj(silent|M\{j})] be j’s expected ben-

efit of speaking in the presence of active speakers M\{j}. The least motivated speakers

in M are then L(M ;N, β) := {l ∈M : ∆(l,M ;N, β) ≤ ∆(k,M ;N, β) ∀k ∈M}.

Definition 3.2. LetM ′,M ′′ each be a set of active speakers that can be supported in equi-

librium s.t. |M ′| = |M ′′| = m. The set of speakers M ′′ is weakly more robust than the

set M ′ if, for l′′ ∈ L(M ′′;N, β) and l′ ∈ L(M ′;N, β), ∆(l′′,M ′′;N, β) ≥ ∆(l′,M ′;N, β),

and strictly more robust if ∆(l′′,M ′′;N, β) > ∆(l′,M ′;N, β). Given the set of sets

of active speakers that can be supported in equilibrium M = {M ′,M ′′,M ′′′, ...} s.t.

|M ′| = |M ′′| = ... = m, the set M ∈ M is maximally robust if there exists no set

M̌ ∈M that is strictly more robust than M.

Let πM be the expected value of the ideal points of the prior distribution of listen-

ers over the ideal points of the set of active speakers M. We next state the following

proposition:

Proposition 3.6. (1) Let M ′,M ′′ each be a set of active speakers that can be supported

in equilibrium, s.t. |M ′| = |M ′′| = m. Then set of speakers M ′′ is more robust than the
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set M ′ if and only if ||π0, πM ′′ || < ||π0, πM ′ ||; and (2) The set M is maximally robust if

and only if M is rotationally symmetric.

Proof. See Appendix.

Let m(β, S) be the largest number of active speakers supported in equilibrium for

β, given S, and define M(β, S) := {M ⊆ S : |M | = m(β, S) and M can be supported

in equilibrium}. Let M∗(β, S) be the set of maximally robust M in M(β, S), M∗(β, S) ⊆

M(β, S). Let M∗ ∈M∗(β, S) and l∗ ∈ L(M∗, N, β).

Define β∗(M∗) to be the value of β such that l∗ is indifferent between speaking and

not, given M :

β∗(M∗) : =

1 +
1

(n−m+ 1)(n−m+ 2)

((n−m) cos
360

n
l∗ +

∑
i∈M∗

cos
360

n
i

)2

+

(
(n−m) sin

360

n
l∗ +

∑
i∈M

1

n− s
sin

360

n
i

)2
−1

Thus, β∗(M∗) is the upper bound on the proportion of Bayesian listeners such that the

largest possible number of active speakers can be supported in equilibrium.

The following two results characterize the equilibrium properties when the set of

potential speakers is rotationally symmetric.

Proposition 3.7. Let S ⊂ N be rotationally symmetric, and n − s ≥ 2. Then for

β ≤ β∗(M∗) = n−s−1
2(n−s−1)−1 , M

∗ = S can be supported in equilibrium, and for β > β∗(M∗),

there are no active speakers in equilibrium.

Proof. See Appendix.

In Appendix B, we next consider the properties of equilibria when the set of poten-

tial speakers S is not rotationally symmetric, but at least some subset of it is. While

the characterization there is somewhat more subtle, the social welfare implication from

Proposition ??, though somewhat augmented, remains a feature of the equilibrium out-

come.
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3.3.3 Welfare Analysis

We provide two results on the effects of model parameters on the listener utility.

Proposition 3.8. Let S ⊂ N be rotationally symmetric, and n−s ≥ 2. Then forM∗ = S,

average listener utility in equilibrium is constant in β for β < β∗(M∗) = n−s−1
2(n−s−1)−1 ,

drops discontinuously to −1 at β = β∗(M∗), and is constant in β at −1 for β > β∗(M∗).

Proof. See Appendix.

Proposition ?? suggests a stark conclusion. When the set of potential speakers is

rotationally symmetric, the net value of the tradeoff between better inferences (from

higher proportion of Bayesians) and encouraging more speech (from higher proportion of

Watsonians) is such that the society is better off with Watsonians than Bayesians. If we

think of utility as a measure of agent fitness, the individual-level premium on developing

hyper-rationality (efficient, Holmesian learning) may be limited.

Here is another proposition:

Proposition 3.9. (1) The difference in the equilibrium expected utility of Bayesian and

Watsonian listeners decreases as ||π0, πM || decreases. (2) If M is rotationally symmetric,

then Bayesians and Watsonians listeners make the same policy choices in equilibrium and

obtain the same equilibrium payoffs.

Proof. See Appendix.

If M is not rotationally symmetric, then for β sufficiently low, individual listeners

are better off being Bayesian because there is information available but making use

of it requires efficient inference. But once β is high enough, individual listeners are

indifferent between being Bayesian and Watsonian because the speakers are not providing

information.

When the active speakers are rotationally symmetric – that is, when the set of active

speakers is maximally robust – the policy choices of unpersuaded Bayesians are the same

as those of the unpersuaded Watsonians. Thus, there are no equilibrium benefits of

greater cognitive ability, and the benefits of having more speakers (associated with lower

β) dominate.
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4 Conclusion

To be Added.

5 Appendix

Lin’s symmetric divergence measure for probability distributions p1 and p2 of a discrete

random variable X, L(p1, p2), is a sum of two directed (asymmetric) divergence measures

K(p1, p2) and K(p1, p2), where K(pi, pj) is defined as

K(pi, pj) =
∑
x∈X

pi(x) log2

(
pi(x)

1
2pi(x) + 1

2pj(x)

)
.

Suppose that agents heard one unpersuasive argument. Then

K(pB, pN ) = 0 + (n− 1)
1

n− 1
log2

(
1

n−1
1
2

1
n−1 + 1

2
1
n

)
= log2

(
2n

2n− 1

)

K(pN , pB) =
1

n
log2 2 + (n− 1)

1

n
log2

(
1
n

1
2
1
n + 1

2
1

n−1

)
=

1

n
(1 + (n− 1) log2

(
2(n− 1)

2n− 1

)
L(pB, pN ) = log2

(
2n

2n− 1

)
+

1

n
+
n− 1

n
log2

(
2(n− 1)

2n− 1

)
.

Further,

lim
n→2

L(pB, pN |n = 2) = 3− 3

2
log2 3 ≈ 0.622 56

lim
n→∞

L(pB, pN ) = 0.

Proof of Proposition ??

If a listener is a Watsonian, then her posterior remains (0, 0) if she is unpersuaded, and

moves to her her ideal point equal to the speech if she is persuaded. If a listener is

Bayesian, then if she is unpersuaded by i alone, then

π¬i =
1

n− 1

(
− cos

360

n
i,− sin

360

n
i

)
,

and if she is unpersuaded by both i and and arbitrary j, then

π¬i¬j =
1

n− 2

(
− cos

360

n
i− cos

360

n
j,− sin

360

n
i− sin

360

n
j

)
.
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The incentive to speak to a Watsonians is 1
n(1 − β) > 0. To see the incentive to

speak to Bayesians is (restricting attention to Bayesian audience):

E[uj(j speak|i speak)]− E(uj(j silent|i speak)]

=
n− 2

n

(
||πj , π¬i||2 − ||πj , π¬i¬j ||2

)
+

1

n
(0) +

1

n
(0 + ||πj , π¬i||2)

=
n− 1

n
||πj , π¬i||2 −

n− 2

n
||πj , π¬i¬j ||2

=
n− 1

n

((
cos

360

n
j +

1

n− 1
cos

360

n
i

)2

+

(
sin

360

n
j +

1

n− 1
sin

360

n
i

)2
)

− n− 2

n

((
cos

360

n
j +

1

n− 2
cos

360

n
i+

1

n− 2
cos

360

n
j

)2

+

(
sin

360

n
j +

1

n− 2
sin

360

n
i+

1

n− 2
sin

360

n
j

)2
)

(5)

Normalizing j to 0, this reduces to

=
n− 1

n

((
1 +

1

n− 1
cos

360

n
i

)2

+

(
1

n− 1
sin

360

n
i

)2
)

−n− 2

n

((
n− 1

n− 2
+

1

n− 2
cos

360

n
i

)2

+

(
1

n− 2
sin

360

n
i

)2
)
,

which, after some algebra, reduces to

− 1

n(n− 1)(n− 2)

[
(n− 1)2 + 2(n− 1) cos

360

n
i+ 1

]
< 0.

Note that this difference is larger (less negative) for i farther from j, maximizing at 1800..

To support j’s speech in the presence of i’s speech, we need

1

n
(1− β)− β

n(n− 1)(n− 2)

[
(n− 1)2 + 2(n− 1) cos

360

n
i+ 1

]
≥ 0, (6)

Solving for the critical value of β, we get

β∗ =
(n− 1)(n− 2)

(n− 1)2 + 2(n− 1) cos 360
n i+ 1 + (n− 1)(n− 2)

,

which is less than 1 for all i if n ≥ 3. Thus, for all β ≤ β∗, speaker i will prefer to speak

if speaker j is speaking.

By observation, β∗ is decreasing with n and it is maximized when cos 360
n i = −1,

that is, when i is exactly opposite j. �
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Proof of Proposition ??

If all m speeches of the set M of speakers are unpersuasive, then the Bayesian listener’s

policy choice is

π¬M :=
1

n−m

(
−
∑
i∈M

cos
360

n
i,−

∑
i∈M

sin
360

n
i

)
.

If j also speaks and is also unpersuasive, the listener’s policy choice is

1

n−m− 1

(
−
∑
i∈M

cos
360

n
i− cos

360

n
j,−

∑
i∈M

sin
360

n
i− sin

360

n
j

)
.

To get the expected difference between speaking and not speaking for j, given the other

M active speakers, we have to calculate E[uj ], recognizing that if he speaks, then with

probability 1
n , he moves the listener to his position and, with probability n−m−1

n , the

listener is unpersuaded by all M ∪ {j}. First, suppose the listener is Bayesian. Then:

E[uj(no speech)|all i ∈M speak]− E[uj(j)|all i ∈M speak]

= −n−m
n

(cos
360

n
j +

1

n−m
∑
i∈M

cos
360

n
i

)2

+

(
sin

360

n
j +

1

n−m
∑
i∈M

sin
360

n
i

)2


+
n−m− 1

n

(cos
360

n
j +

1

n−m− 1

∑
i∈M

cos
360

n
i+

1

n−m− 1
cos

360

n
j

)2

+

(
sin

360

n
j +

1

n−m− 1

∑
i∈M

sin
360

n
i+

1

n−m− 1
sin

360

n
j

)2
+

1

n
(0)2

=
1

n(n−m)(n−m− 1)

((n−m) cos
360

n
j +

∑
i∈M

cos
360

n
i

)2

+

(
(n−m) sin

360

n
j +

∑
i∈M

sin
360

n
i

)2
 .

Suppose, as before, that β listeners are Bayesians. For the (1 − β) Watsonian listeners,

the difference for j between speaking to them and not is 1
n .
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Let ∆(j,M ;N, β) ≡ E[uj(j)|M ]− E[uj(no speech)|M ].

∆(j,M ;N, β) (7)

= (1− β)

(
1

n

)
− β

(
1

n

)(
1

(n−m)(n−m− 1)

)(
(n−m)πj +

∑
i∈M

πi

)2

= (1− β)

(
1

n

)
− β 1

n(n−m)(n−m− 1)((n−m) cos
360

n
j +

∑
i∈M

cos
360

n
i

)2

+

(
(n−m) sin

360

n
j +

∑
i∈M

sin
360

n
i

)2
 .

j prefers to speak in the presence of active speakers M if ∆(j,M ;N, β) > 0. Given

that (1− β)
(
1
n

)
is decreasing in β, and the remaining term in (??) is decreasing in β as

well, the claim of the proposition follows. �

Proof of Proposition ??

j’s incentives to speak are greater when the constraint on β, β∗, is higher. Re-arranging

(??), we get an equivalent condition for j’s speech:

β ≤ β∗

=

1 +
n−m

n−m+ 1

(cos
360

n
j +

1

n−m
∑
i∈M

cos
360

n
i

)2

+

(
sin

360

n
j +

1

n−m
∑
i∈M

sin
360

n
i

)2


−1

(8)

Normalizing j to 0◦ for the ease of exposition,

β∗ =

1 +
n−m

n−m+ 1

(1 +
1

n−m
∑
i∈M

cos
360

n
i

)2

+

(
1

n−m
∑
i∈M

sin
360

n
i

)2


−1

(9)

β∗ is higher when
(

1 + 1
n−m

∑
i∈M cos 360

n i
)2

and
(

1
n−m

∑
i∈M sin 360

n i
)2

are smaller.

The former is minimized when when
∑

i∈M cos 360
n i is minimized, which corresponds to

cos 360
n i being as close to −1 as possible for as many i ∈ M as possible. Given j is

normalized to πj = 0◦, part (1) of the proposition follows. The latter term is minimized

when ∀i ∈ M , there is a k ∈ M s.t. sinπk = − sinπi, i.e., ∀i ∈ M s.t. πi ∈ {0◦, 180◦},

there is a k ∈M s.t. πk = 360◦ − πi. This establishes part (2). �
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5.1 Proof of Proposition ??

1. Consider l′ ∈ L(M ′;N, β) and l′′ ∈ L(M ′′;N, β). From the fact that M ′ and M ′′

each can be supported in equilibrium, and l ∈ L(M ;N, β) only if l ∈ M , we have that

∆(l′,M ′;N, β) ≥ 0 and ∆(l′′,M ′′;N, β) > 0. For ease of comparison, we can normalize

the choice of axes in M ′ so that l′ is 0, and in M ′′ so that l′′ is 0. Given that |M ′| =

|M ′′| = m, we see from the expression (??) for ∆(j,M ;N, β), that ∆(l′′,M ′′;N, β) >

∆(l′,M ′;N, β) if and only if(
(n−m)(1, 0) +

∑
i∈M ′′

πi

)2

<

(
(n−m)πj +

∑
i∈M ′

πi

)2

,

or, equivalently, iff
∣∣∑

i∈M ′′ πi
∣∣ < ∣∣∑i∈M ′ πi

∣∣, or |πM ′′ | < |πM ′ | . The result, then, follows
from π0 = (0, 0).

2. Follows immediately.

Proof of Proposition ??

Let S ⊂ N be rotationally symmetric. From (??), j ∈ S prefers to speak if

(1− β)

(
1

n

)
− β 1

n(n− s)(n− s− 2)
(10)((n− s− 2) cos

360

n
j +

∑
i∈S

cos
360

n
i

)2

+

(
(n− s− 2) sin

360

n
j +

∑
i∈S

sin
360

n
i

)2


≥ 0.

The rotational symmetry of S implies that
∑
i∈S

cos 360
n i = 0 and

∑
i∈S

sin 360
n i = 0. Making

this substituution, simplifying, and isolating β yields β ≤ β∗(M∗) = n−s−1
2(n−s−1)−1 .

Note that β∗(M∗) is increasing in s as s increases toward n − 2. Thus, a larger

rotationally symmetric M ⊆ S can be supported over a larger range of β than can a

smaller rotationally symmetric M̂ ⊂ S.

Now consider M ⊂ S, M̂ ⊂ S s.t. |M | = |M̂ |, j ∈ M ∩ M̂, M̂ is rotationally

symmetric and M is not. Then inequality (??) can be satisfied at higher values of β

for M̂ than for M. Thus, the set of values for which any M ⊂ S can be supported in

equilibrium is a strict subset of the set of values [0, β∗(M∗)] for which M = S can be

supported. For β > β∗(M∗), M = ∅. �
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Proof of Proposition ??

From the previous result, ∀β < β∗(M∗), M∗ = S. The average expected utility of a

listener is, then,

−m
n

(0)− n−m
n

(1− β) (1) + β
1

n−m
∑

i∈N\M∗

(cos
360

n
i+

∑
k∈M∗

cos
360

n
k

)2

+

(
sin

360

n
i+

∑
k∈M∗

sin
360

n
k

)2


∀β < β∗(M∗).

BecauseM∗ = S is rotationally symmetric,
∑

k∈M∗
cos 360

n k = 0 and
∑

k∈M∗
sin 360

n k = 0,

the average listener utility can be re-written as

−n−m
n

(1− β) (1) + β
1

n−m
∑

i∈N\M∗
(1)

 = −n−m
n

,

which is constant in β.For β > β∗(M∗), M = ∅. Because there is no speech, all listeners

choose π = π0 and receive utility of −1 ∀β > β∗(M∗). �

5.2 Proof of Proposition ??

1. Both Bayesians and Watsonians who earn their ideal points obtain the same payoffs,

thus, we mat restrict attention to the expected payoffs of unpersuaded listeners.

An unpersuaded Watsonian chooses

π = π0 = (0, 0)

and obtains an expected payoff of

− 1

n−m
∑

i∈N\M

||πi, π0||2 = −1.

A Bayesian who is unpersuaded after M chooses

π =
1

n−m
∑

i∈N\M

πi =
1

n−m

(∑
i∈N

πi −
∑
i∈M

πi

)
=

1

n−m
(nπ0 −mπM ) =

1

n−m
(−mπM )

and obtains an expected payoff
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− 1

n−m
∑

i∈N\M

||πi,−
m

n−m
πM ||2.

Using the Pythagorian Theorem, and recalling that the radius of the circle is 1, this

expected payoff can be re-written as

− 1

n−m
∑

i∈N\M

cos
360

n
i+

1

n−m
∑
j∈M

cos
360

n
j

2

+

sin
360

n
i+

1

n−m
∑
j∈M

sin
360

n
j

2
= −1 +

1

(n−m)2

∑
j∈M

cos
360

n
j

2

+

∑
j∈M

sin
360

n
j

2
= −1 +

1

(n−m)2
||π0,mπM ||2.

Comparing the expected utilities of unpersuaded Bayesians abd unpersuadedWatsonians,

we see that Bayesians have higher expected utility, that the difference is increasing in

the distance between π0 and πM , and that when this distance goes to 0, the difference

in expected utility also goes to 0.

Appendix B

Proposition 5.1. Let S ⊂ N and n−2 ≥ 2. Suppose that S is not rotationally symmetric

but some S′ ⊂ S is. Let Ŝ be the largest rotationally symmetric subset of S. Then:

1. m(β, S) is weakly decreasing in β, with m(0, S) = s and m(1, S) = 0.

2. For β ∈ (β∗ŝ+1, β
∗
ŝ ), M∗(β, S) = ˆ{S}, and average listener utility is constant and

greater than −1; for β > β∗ŝ ,M∗(β, S) = {∅} , and average listener utility is constant

at −1. For β < β∗ŝ+1, Bayesian and Watsonian listeners have the same payoffs.

3. The interval [0, β∗ŝ+1) is partitioned such that on each (β∗m+1, β
∗
m), M∗(β, S) is not

rotationally symmetric, average listener utility is increaasing in β on (β∗m+1, β
∗
m),

and Bayesian listeners have higher average utility than Watsonian listeners.

Proof. Let S ⊂ N and Ŝ satisfy the conditions in the statement of the proposition,

and let ŝ = |Ŝ|. Note that M∗(0, S) = S. Thus, ∃β∗m < β∗ŝ for some m > ŝ. From
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Propositions 5 and 6, ∀β ∈ (β∗ŝ+1, β
∗
ŝ ), M∗(β, S) = Ŝ and average listener utility is

constant at −n−ŝ
n . ∀β > β∗ŝ , M

∗(β, S) = ∅ and listener utility is constant at −1. For

β > β∗ŝ+1, π¬M∗(β,S) = π0 and Bayesian and Watsonian listeners have the same expected

utilities.

Now consider some m ∈ {ŝ + 1, ..., s}. By definition, the largest rotationally sym-

metric subset of S is Ŝ, so for m > ŝ, M∗(β, S) associated with β ∈ [β∗m+1, β
∗
m) is not

rotationally symmetric. Because it is not rotationally symmetric, π¬M∗(β,S) 6= π0, and

because π¬M∗(β,S) maximizes − 1
n−m

∑
i∈N\M∗(β,S)

||πi, π||2, it must be that this quantity is

greater that −1 when evaluated at π = π¬M∗(β,S). Thus, average listener utility

m

n
(0) +

n−m
n

(1− β)(−1)− β 1

n−m
∑

i∈N\M∗(β,S)

||πi, π¬M∗(β,S)||2


is increasing in β on [β∗m+1, β
∗
m).

Because m(β, S) drops discontinuously at β∗m ∀m ∈ {ŝ, ..., s}, it causes a downward

jump discontinuity in average listener utility at β∗m because

0 > −(1− β)− β 1

n−m
∑

i∈N\M∗(β,S)

||πi, π¬M∗(β,S)||2.

�
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