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What explains variability in norms of cooperation across organizations and cultures? One answer comes 

from the internalization of norms prescribing behavior that is typically successful under the institutions 

that govern one’s daily life. These norms are then carried over into atypical situations beyond the reach of 

institutions. Here we experimentally demonstrate such spillovers. First, we immerse subjects in 

environments that do or do not support cooperation using repeated Prisoner’s Dilemmas. Afterwards, we 

measure their intrinsic prosociality in one-shot games. Subjects from environments that support 

cooperation are more prosocial, more likely to punish selfishness, and more generally trusting. 

Furthermore, these effects are most pronounced among subjects who use heuristics, suggesting that 

intuitive processes play a key role in the spillovers we observe. Our findings help to explain variation in 

one-shot anonymous cooperation, linking this intrinsically motivated prosociality to the externally 

imposed institutional rules experienced in other settings. 
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1. Introduction 

The tendency to cooperate, or to pay a personal cost to give a benefit to another person or group, is not a 

constant between groups: norms of cooperation and trust vary markedly across organizations (Leana and 

Buren, 1999, McAllister, 1995, Rousseau et al., 1998), countries (Cappelen et al., 2013, Ellingsen et al., 

2012, Henrich et al., 2010, Herrmann et al., 2008) and cultures (Gächter et al., 2010, Henrich et al., 2005, 

Sapienza et al., 2006). Here we use economic game experiments to shed light on the origins of this 

heterogeneity. We argue that cooperative norms (i.e. individual-level conceptions of appropriate 

behavior)4 and expectations about the behavior of others are driven, at least in part, by spillovers from 

representative daily life interactions.5 Individuals who primarily interact in environments where the “rules 

of the game” make cooperation advantageous get in the habit of cooperating, and as a result are more 

cooperative even in one-shot interactions (such as those in most laboratory games). By this logic, 

institutional differences across groups lead to differences in cooperative norms between those groups6: 

members of groups with institutions that successfully incentivize cooperation most of the time continue to 

behave more cooperatively even in interactions where no such institutional incentives exist. 

In this paper we provide empirical evidence for this line of reasoning with a set of experiments 

directly demonstrating how randomly assigned institutions can change norms and create “cultural 

differences” in the lab. Each experiment has the same basic structure: first, subjects are assigned to 

interact in an environment where, because of the rules of interaction, cooperative equilibria either are 

strongly supported or do not exist (Stage A). After experience in this environment, subjects take part in a 

battery of one-shot anonymous economic games used to study cooperation (Stage B). We then look for 

the impact of random assignment to experimental environment in Stage A on behavior in Stage B.  

                                                        
4 There are many different uses of the word “norm” in different literatures. Here, we use “norm” to refer to an 
individual’s internalized conception of what behavior is appropriate in a given setting or range of settings 
(manifested in terms of that individual’s preferences, in addition to beliefs). By this definition, holding a particular 
norm makes one feel personally compelled to engage in behaviors that the norm deems to be appropriate, and also 
makes one upset when other people do not follow the norm and instead engage in behaviors seen as inappropriate 
(Fehr and Fischbacher, 2004a, Fehr and Fischbacher, 2004b, Jordan et al., 2014). For example, individuals with a 
norm prescribing cooperation will be both inclined to cooperate and to punish non-cooperators, even at a cost. Thus 
these norms form the underpinnings of social preferences. 
5 Spillover effects occur when subjects extrapolate from experience in one domain to guide behavior in other 
domains with different incentive structures (e.g. Rand et al. (2014c)). This includes generalization that occurs 
outside the lab, where strategies from typical settings with future consequences are applied to atypical situations 
where risk-free exploitation is possible, as well as generalization that occurs inside the lab, either from typical 
settings outside the lab to one-shot anonymous lab games, or from repeated games in the lab to subsequent one-shot 
games in the lab (as in our experiments). 
6 We use a broad definition of “institution” that encompasses any factor external to the individual that affects 
incentives (in contrast to norms, which are internalized conceptions). By this definition, repeated interactions, 
reputation systems, and the threat of punishment by third parties or organizations are all forms of institutions. 
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To create Stage A lab environments that favor cooperation or non-cooperation, we use infinitely 

repeated Prisoner’s Dilemma games. The extent to which an environment supports cooperation can be 

manipulated using many mechanisms other than repeated interactions, including reputation, sanctions, 

partner choice, intergroup competition, and formal institutions (for a review, see (Jordan et al., In press)). 

We chose repeated games as a model of the future consequences created by these mechanisms because 

the determinants of the emergence (and stability) of cooperation in repeated games are well understood 

both experimentally (Dal Bó, 2005, Dal Bó and Fréchette, 2011, Fudenberg et al., 2012, Rand and 

Nowak, 2013) and theoretically (Blonski et al., 2011, Fudenberg and Maskin, 1986, Fudenberg and 

Maskin, 1990, Mailath and Samuelson, 2006). This allows us to select combinations of payoffs and 

continuation probabilities that lead to high levels of cooperation in one treatment (the ‘C-Culture’ 

treatment) and low levels of cooperation in the other (the ‘D-Culture’ treatment).  

In Experiment 1, the repeated Prisoner’s Dilemmas of Stage A are followed by a Stage B 

consisting of one-shot anonymous cooperation games: the Public Goods Game, Trust Game, Dictator 

Game and Ultimatum Game. Each of these games involves one or more choices of whether to transfer 

money from oneself to one or more others (i.e. to act prosocially). We show that subjects randomized into 

the C-Culture in Stage A are substantially more prosocial in the Stage B games compared to subjects 

randomized into the D-Culture treatment. Importantly, this is true even in the Dictator Game, where the 

recipient is passive and therefore expectations about the decisions of others play no role. We also provide 

several pieces of evidence that expectations about the type (i.e. level of altruism) of one’s Stage B co-

player do not explain our treatment effect. One such piece of evidence comes from replicating our 

treatment’s effect on the DG in a Supplemental Experiment using an online non-student subject pool 

where Stage B recipients are complete strangers, do not participate in Stage A, and take no actions in the 

experiment whatsoever (other than receiving any money given to them). This replication shows that the 

treatment effect cannot be explained by reciprocity towards the individuals one interacted with in Stage 

A, and speaks against inferring that one’s DG recipient would have been more or less altruistic based on 

the observed level of cooperation in one’s Stage A partners. Thus, in these experiments, we demonstrate 

that the “rules of the game” in one setting can strongly influence behavior in other settings with different 

incentives. 

We also explore the cognitive mechanism through which these spillovers occur. To do so, we 

take a dual-process perspective and conceptualize decision-making as the result of interactions between 

intuitive and deliberative processes (Epstein et al., 1996, Gilovich et al., 2002, Kahneman, 2003, Tversky 

and Kahneman, 1974). Intuitive processes are fast, automatic, emotional and heuristic in nature: intuitions 

often favor behaviors which are advantageous in typical settings (Gigerenzer and Goldstein, 1996, 

Gigerenzer et al., 1999). Deliberation, by contrast, is slow, controlled, rational, and tailored to the specific 
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decision under consideration. Thus in atypical settings, deliberation can override sub-optimal intuitive, 

heuristic responses (which, although they may be optimal in general, are ill-matched to the atypical 

setting at hand).  

In previous work, this dual process lens has been applied to cooperation via the Social Heuristics 

Hypothesis (SHH) (Rand, et al., 2014c), which takes theories of cultural evolution and norm 

internalization (Bowles and Gintis, 2002, Bowles and Gintis, 2003, Boyd and Richerson, 2009, Chudek 

and Henrich, 2011, Gintis, 2003, Henrich et al., 2006, Richerson and Boyd, 2005) and makes them 

explicitly dual process. The SHH contends that the internalization of norms occurs via the channel of 

intuitive processing. By this account, social behaviors that are rewarded in the course of one’s daily life 

(in the developed world, this is typically cooperation) become internalized as default heuristics. In one-

shot anonymous interactions (for example, in the lab), deliberation then leads one to realize that 

selfishness is actually optimal. Empirical evidence for this theory comes from the finding that 

experimentally inducing heuristic processing (via time pressure, conceptual priming, or cognitive load) 

can increase prosociality in economic games (Cone and Rand, 2014, Cornelissen et al., 2011, Lotz, 2014, 

Rand et al., 2012, Rand et al., 2014b, Rand, et al., 2014c, Roch et al., 2000, Schulz et al., 2014) (although 

other studies have found null effects, e.g. Hauge et al. (2014), Tinghög et al. (2013), Verkoeijen and 

Bouwmeester (2014)).   

In the context of the present experiments, therefore, the SHH predicts that experiences in Stage A 

affect behavior in Stage B by remodeling subjects’ default responses; and therefore that Stage A should 

have less of an effect on Stage B behavior among subjects that are better at overriding their intuitive 

heuristic-based responses. Consistent with this prediction, we find that subjects in Experiment 1 who 

engage in more deliberative thinking (as measured by the ‘Cognitive reflection test’ (Frederick, 2005)) 

are much less influenced by Stage A when making their Stage B decisions.  

In Experiment 2, we ask whether exposure to a cooperative environment in Stage A also affects 

the willingness to enforce cooperation. To investigate this issue, we follow Stage A with a Stage B that 

consists of punishment games where subjects can pay to reduce the earnings of others (Fehr and 

Fischbacher, 2004b, Fehr and Gächter, 2000, Ostrom et al., 1992, Ouss and Peysakhovich, 2013). We 

find that subjects randomized into the C-Culture in Stage A are more likely to engage in third party 

punishment of selfishness than those randomized into the D-Culture; and find some evidence that subjects 

in the D-Culture may be more likely to engage in anti-social punishment of cooperators in a Public Goods 

Game. We also replicate the result from Experiment 1 that, as predicted by the SHH, Stage A has a much 

smaller effect on Stage B behavior among subjects who engage in more deliberative thinking. Thus, in 

Experiment 2, we provide evidence that Stage A affects norms of cooperation, altering enforcement 

behavior as well as cooperative choice.  
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Finally, we ask whether our Stage A manipulation has effects that generalize beyond behavior in 

economic games. To do so, we have subjects answer a commonly used question regarding generalized 

trust from the World Values Survey, which has been shown to reflect prosocial orientation (not just 

beliefs about the trustworthiness of others). Consistent with our Stage B game results, we find that 

subjects randomized into the D-Culture treatment in Stage A report being significantly less generally 

trusting of others than those from the C-Culture, and that this effect is more pronounced among subjects 

who rely on heuristics.  

Thus, by exposing our subjects to environments that favor cooperation or defection, we replicate 

three major results in cross-cultural studies within a single subject pool: variation in prosociality 

(Henrich, et al., 2005, Henrich, et al., 2010), variation in norm-enforcement (Ellingsen, et al., 2012, 

Gächter, et al., 2010, Henrich, et al., 2005, Henrich, et al., 2010, Henrich, et al., 2006, Herrmann, et al., 

2008) and variation in generalized trust (La Porta et al., 2001, Putnam, 2000). In doing so, we provide 

causal evidence in support of previous cross-cultural correlational studies suggesting that norms related to 

cooperation (revealed by play in one-shot economic games) positively co-vary across cultures with 

measures of institutional quality such as rule of law (Gächter, et al., 2010, Herrmann, et al., 2008) and 

market integration (Henrich, et al., 2010)7: we show that a qualitatively equivalent pattern of results can 

be generated through random assignment in the laboratory, operating through the channel of heuristic 

decision-making. Thus our experiments support the argument that institutional differences across 

organizations and cultures can affect internalized norms of prosociality, and demonstrate how norms can 

be changed through a top-down process driven by institution designers. 

Our paper proceeds as follows. In Section 2, we describe the design of Stage A, which is the same 

in both Experiment 1 and Experiment 2. In Section 3, we describe the design of Experiment 1’s Stage B, 

which investigates prosociality, and present the results of Experiment 1. In Section 4, we describe the 

design of Experiment 2’s Stage B, which investigates punishment behavior, and present the results of 

Experiment 2. In Section 5, we aggregate across studies and investigate treatment effects on generalized 

trust (rather than game play). In Section 6, we present a concluding discussion.  

   

2. General experimental design for creating cultures of cooperation or defection (Stage A) 

 

Our two-stage experiments are designed to evaluate the effect of exposure to environments that 

incentivize cooperation or non-cooperation in Stage A on subsequent behavior in one-shot anonymous 

                                                        
7 (Bowles, 1998) surveys more evidence to this effect and presents a model in which institutional factors can affect 
the endogenous evolution of preferences.  
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interactions in Stage B. In Stage A, subjects play a series of stochastically repeated Prisoner’s Dilemma 

(RPD) games with different partners. At the beginning of each game, subjects are matched in pairs. Each 

game consists of a random number of rounds. In each round, subjects play a simultaneous PD stage game: 

both players choose an action, C or D (labeled A and B for the subjects). Subjects are then informed of 

the decision of their partner, and the resulting earnings of each player for the round. They then play 

another round with the same partner with probability δ, while with probability 1-δ the game ends and 

subjects are rematched with a new partner for a new game (and informed of this rematching).  

To manipulate the extent to which the Stage A environment supports cooperation versus non-

cooperation, subjects are randomly assigned to one of two treatments: the C-Culture treatment or the D-

Culture treatment. The treatments differ both in continuation probabilities, with δ = 7/8 (expected game 

length of 8 rounds) in the C-Culture and δ = 1/8 (expected game length of 1.14 rounds) in the D-Culture, 

and the PD game payoffs, with the D-Culture involving a higher temptation payoff from defection 

exploiting cooperation. The stage game payoffs (shown in Monetary Units, MU) were   

 

C-Culture C D 

C 4, 4 0, 5 

D 5, 0 1, 1 
 

D-Culture C D 

C 4, 4 0, 6 

D 6, 0 1, 1 
 

 

At the end of the experiment, MU are converted to cash at an exchange rate of $1 = 30 MU. 

An important determinant of whether cooperation emerges in infinitely repeated games is whether 

the strategy Tit-for-Tat (TfT) risk dominates Always Defect (AllD) (Blonski, et al., 2011, Rand and 

Nowak, 2013). For our C-Culture we therefore choose parameters such that TfT strongly risk dominates 

AllD, and so we expect subjects in the C-culture to learn to cooperate and maintain cooperation in the 

long-run.8 In the D-Culture treatment, conversely, we choose a specification such that cooperation is not 

an equilibrium, and therefore we expect subjects to learn to defect9. Thus Stage A should create 

environments in which players consistently cooperate (C-Culture) or consistently defect (D-Culture).  

To control for random variation in lengths between sessions, we follow the procedure of Dreber 

et al. (2008), Fudenberg, et al. (2012), Rand et al. (2014a). For each of the two treatments, we generate a 

single set of game lengths using the appropriate distribution, and then use this same set of game lengths in 

                                                        
8 The payoff of TfT against a 50-50 mix between Tft and AllD is given by .5 (4)*(1/(1-δ)) + .5 (0 + 1*δ/(1-δ)) = 
19.5, whereas the payoff of AllD against the same mix is given by .5 (5) + .5 (1) + 1*(δ/(1-δ)) = 10. Thus TfT 
strongly risk-dominates AllD. 
9 No cooperative equilibria exist as even in the presence of the harshest possible punishment (Grim Trigger), the 
present gain from defecting (2 for sure) outweighs the expected future losses from loss of cooperation (3 * (δ/(1-δ)) 
~ .33. 
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every session. The specific game lengths used are shown in the Appendix Tables A18 and A19. In 

Experiment 1, subjects play a total of 53 rounds (split into 10 games) in the C-Culture treatment, and 51 

rounds in D-Culture treatment (split into 45 games). In Experiment 2, the Stage B decisions take longer to 

complete, and so we shorten the total length of Stage A to be approximately 40 PD rounds in total (split 

into 7 games in the C-Culture and 35 in the D-Culture).  

Our goal is to examine the consequences of the resulting habituation and reinforcement of either 

cooperation or defection on subsequent behavior. A potential confound, however, exists in the form of 

income effects: if subjects in the C-Culture treatment cooperate much more than those in the D-Culture 

treatment, Stage A earnings will be higher in the C-Culture treatment. To ensure that any differences we 

observe in Stage B result from acculturation to cooperation or defection rather than any consequences of 

differences in income, we vary the size of the initial endowment subjects receive at the beginning of Stage 

A: in the D-Culture treatment, subjects begin with an endowment of 150 MU, whereas in the C-Culture 

treatment subjects begin with only 40 MU (50 MU in Experiment 2 to control for shorter Stage A length). 

As a result, subjects in each condition finish Stage A with similar earnings on average.10 Thus, our results 

cannot be explained by players in the C-Culture earning more than players in the D-Culture. 

After completing Stage A, subjects enter Stage B and play a battery of one-shot anonymous games 

commonly used to assess prosociality (Experiment 1) or punishment (Experiment 2). Subjects are given 

no information about the history of Stage A play of their Stage B interaction partners. The Stage B games 

are described in more detail in the corresponding sections for each experiment below.  

Unless otherwise noted, all analyses reported use linear regression. To correct for within-session 

correlation induced by Stage A behavior, we cluster standard errors at the session level. To address 

potential small sample bias due to the low number of sessions, we calculate significance levels for each 

regression by bootstrapping, with 1,000 iterations per bootstrap. This clustering also addresses correlation 

across decisions made by a particular subject, and replacing session-level clustering with subject-level 

clustering calculated via standard normal approximations does not qualitatively change any of our results. 

Our experiments were run in the Harvard Decision Sciences Laboratory between April and 

September 2012, and implemented using the Z-tree software (Fischbacher, 2007). We aimed for 

approximately 50 subjects per condition, as per the recommendations of Simmons et al. (2013). 

                                                        
10 Subjects in the C-Culture earned substantially more MU during the RPD than subjects in the D-Culture 
(Experiment 1: C-Culture 166.18 MU vs D-Culture 80.65 MU; Experiment 2: C-Culture 110.25 MU vs D-Culture 
61.68 MU). However, the difference in initial endowments more than made up for this difference. Thus, upon 
leaving Stage A, subjects in the C-Culture had actually earned slightly less than subjects in the D-Culture 
(Experiment 1: C-Culture 206.18 MU vs D-Culture 230.65 MU, Rank-sum p=0.001; Experiment 2: C-Culture 
160.25 vs D-Culture 211.68, Rank-sum p<0.001). 
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Treatment was randomly assigned at the session level, and subjects who participated in Experiment 1 

could not participate in Experiment 2. See Table 1 for descriptive statistics for each experiment. 

 

Table 1. Descriptive statistics for each experiment. No subjects dropped out of the experiment or are 

excluded from analysis. 

  # Sessions # Subjects Mean Age Female 

Experiment 1 6 (3 C-Culture) 96 (44 C-Culture) 21.7 37% 

Experiment 2 10 (6 C-Culture) 122 (66 C-Culture) 21.8 45% 

 

 

3. Experiment 1: Effects of cooperative environment on prosociality 

 

3.1 Experimental design 

Experiment 1 tests our prediction that exposure to a laboratory environment where cooperation is 

a strongly supported equilibrium will lead to more prosociality in subsequent one-shot anonymous games 

compared to a laboratory environment where cooperation is not an equilibrium. To do so, the RPDs of 

Stage A described above are followed by a Stage B consisting of four games that are widely used for 

measuring prosociality (for an overview, see Camerer and Fehr (2002)): a Public Goods Game (PGG), a 

Trust Game (TG), a Dictator Game (DG), and an Ultimatum Game (UG), played in the listed order. We 

employ the “strategy method”: subjects enter decisions for each possible player role of each game; then at 

the end of Stage B, one game is selected at random to actually be played for money, and subjects are 

randomly assigned to player roles in that game with their action beginning determined by the 

corresponding choice they indicated earlier. Thus subjects receive no feedback about outcomes between 

different decisions in Stage B, yet their decisions are still incentivized. Subjects are fully informed about 

this procedure, as well as the fact that earnings will be translated into cash at the same exchange rate used 

in Stage A.  

In the PGG, players interact in groups of 4. Each player is given an endowment of 100 MU and 

chooses how much of it to keep for him/herself, and how much to transfer (contribute) to a common 

project. All MU transferred are multiplied by an efficiency factor of 1.6 and then divided equally among 

all 4 group members.  

In the TG, players interact in pairs: a Trustor and a Trustee, both of whom begin the game with an 

endowment of 50 MU. The Trustor chooses whether or not to transfer her 50 MU to the Trustee (binary 

choice). If the transfer is made, the 50 MU are tripled and given to the Trustee. The Trustee chooses how 

many MU to transfer back to the Trustor (any amount from 0 to 150 MU) should the Trustor make the 
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transfer. In addition to measuring behavior, we also measure Trustor expectations in this game: players 

are asked to provide an (unincentivized, as per Peysakhovich and Plagborg-Møller (2012)) guess of the 

average number of MU transferred back by Trustees.  

In the DG, subjects again are assigned to pairs: a Dictator who begins with 100 MU and a 

Recipient who begins with 0 MU. The Dictator then chooses how much of her endowment to transfer to 

the Recipient, who is passive and takes no action. Thus there is no role for the Dictator’s expectations 

about the behavior of the Recipient, and the DG offers a pure measure of prosocial preferences. 

In the UG, subjects once again interact in pairs: a Proposer and a Responder are given 100 MU to 

divide between them. The Proposer chooses how many MU to offer to the Responder. The Responder 

indicates the minimum offer she is willing to accept (minimum acceptable offer, MAO). If the Proposer’s 

offer is greater than or equal to the Responder’s MAO, then the transfer occurs and each player is paid 

accordingly. If, on the other hand, the Proposer’s offer is less than the Responder’s MAO, the offer is 

rejected and neither player earns anything.  

Thus subjects make six decisions in Stage B. Five of these decisions (all but the UG Responder 

decision) involve transferring money from oneself to one or more others. These five transfer decisions 

therefore form our Stage B measures of prosociality in one-shot anonymous settings, which we analyze 

jointly. To compare transfers across different games and roles, we normalize each decision such that the 

maximum transfer has a value of 1. Thus a normalized value of 1 is assigned to transferring 100 in the 

PGG, choosing to transfer as TG Trustor, transferring back 150 as TG Trustee, transferring 100 in the 

DG, and offering to transfer 100 as UG Proposer. Our choice to take these five decisions as measures of 

prosociality, and not to include the UG MAO, is motivated by a Principal Component Analysis of Stage B 

play in Experiment 1, which suggests that the five prosociality decisions track together while the UG 

MAO does not (see Appendix for details). Further support comes from evidence that these transfer 

decisions are strongly correlated within an individual, but are not correlated with that individual’s UG 

MAO (Peysakhovich et al., 2014, Yamagishi et al., 2012).  

To assess the role heuristics play in any effect Stage A might have on Stage B, we have subjects 

complete the cognitive reflection test (CRT) after finishing Stage B. The CRT is a set of 3 simple math 

problems with intuitively compelling but incorrect answers (Frederick, 2005).11 We use CRT scores as a 

                                                        
11 As the CRT has become a commonly used measure, and prior exposure to the questions may undermine their 
effectiveness, we use a modified version introduced in (Shenhav et al., 2012), which has the following questions: 
(Q1) The ages of Mark and Adam add up to 28 years total. Mark is 20 years older than Adam. How many years old 
is Adam? (Correct Answer: 4, Intuitive Answer: 8); Q2) If it takes 10 second for 10 printers to print out 10 pages of 
paper, how many seconds will it take 50 printers to print out 50 pages of paper? (Correct Answer: 10, Intuitive 
Answer: 50); Q3) On a loaf of bread, there is a patch of mold. Every day, the patch doubles in size. If it takes 12 
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proxy for propensity to engage in intuitive thinking (and thus to follow one’s heuristic response) vs. 

stopping to think and thus potentially overriding one’s heuristic response.12 Finally, to assess whether any 

treatment effect is driven by changing subjects’ general affect or mood, subjects in three sessions (N=48, 

24 in 2 C-Culture sessions and 24 in 1 D-Culture session) are asked “How would you describe your mood 

right now?” at the end of the experiment, using a 5-point Likert scale (1- Very bad to 5- Very good). 

 

3.2 Results 

 

3.2.1 Stage A Cooperation 

We first conduct a manipulation check to verify that our Stage A game specifications worked as 

expected. Indeed, we observe high levels of RPD cooperation in the C-Culture treatment and low levels of 

RPD cooperation in the D-Culture treatment (Figure 1). Consistent with this observation, a regression 

(linear probability model) predicting cooperation finds a significant positive effect of C-Culture dummy 

(p<0.001). A second regression shows that this difference increases as subjects learn over time 

(significant positive interaction between C-Culture dummy and decision number, p<0.001, in a regression 

including decision number). See Appendix Table A1 for regression table. Thus our Stage A manipulation 

successfully creates conditions of persistent cooperation (in the C-Culture) or defection (in the D-

Culture).  

 

                                                                                                                                                                                   
days for the patch to cover the entire loaf of bread, how many days would it take for the patch to cover half of the 
loaf of bread? (Correct Answer: 11, Intuitive Answer: 6) 
12 Welsh et al. (2013) present evidence that performance on the CRT correlates with heuristic use to a greater extent 
in contexts where numerical skill is involved in arriving at the correct answer compared to contexts where numerical 
skill is not required. Based on these findings, CRT score should successfully tap into heuristic use in our experiment, 
as the games of our Stage B clearly have a numerical component. To further distinguish between general 
mathematical ability and reliance on intuition, we include a secondary analysis examining number of intuitive 
answers provided on the CRT (rather than number of correct answers). We also note that other work has found that 
CRT correlations (as we use here) and actual experimental manipulations of intuitive processing have similar 
effects, even in non-numerical domains (e.g. belief in God (Shenhav, et al., 2012)).  
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Figure 1: Fraction of subjects cooperating in each Repeated Prisoner’s Dilemma decision of Stage A in 

Experiment 1, with locally estimated (LOESS) 95% confidence intervals. 

 

3.2.2 Stage B Prosociality 

 

We now turn to our main question of interest: does prosociality in Stage B differ between subjects 

exposed to the C-Culture and D-Culture treatments in Stage A? As predicted, we see that subjects 

randomized into the D-Culture treatment transfer substantially less money to others in Stage B than those 

randomized into the C-Culture (Figure 2; p<0.001 with or without dummies for decision type, see 

Appendix Table A3 col 1 and 2). When including interactions between treatment and decision type, we 

find only a significant interaction with the UG sender dummy (p=0.018; all other interactions p>0.4; see 

Appendix Table A3 col 3), such that Stage A has less of an effect on UG offers. Nonetheless, Stage A still 

increases transfers even in the UG: when analyzing each decision separately (Appendix Table A4), we 

find a significant positive effect in all decisions except TG Trustor. (Although there is a relatively large 

effect size for TG Trustor, as seen in Figure 2, the standard errors are also larger than for the other 

decisions because TG Trustors make a binary rather than scalar decision.) Thus we find strong support for 

our prediction that Stage A repeated game experiences spill over to the strategically different setting of 

Stage B’s one-shot anonymous games. Exposure to rules that cause subjects (and everyone they interact 

with) to cooperate or defect almost all of the time alters subsequent prosociality, with strategies that are 

advantageous over many repeated trials in Stage A being carried over into the novel one-shot decision 

settings of Stage B.  
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Figure 2: Top panel: Mean fraction transferred in D-Culture minus mean fraction transferred in C-

Culture for each Stage B decision in Experiment 1, with error bars indicating bootstrapped 95% 

confidence intervals clustered on session. Bottom panel: Cumulative Distribution Function, CDF, of 

fraction transferred in each Stage B decision for the C-Culture (blue) and D-Culture (red); mean 

transfers for each condition are indicated by vertical dashed lines. 

 

 

3.2.3 Role of heuristics in spillovers from Stage A to Stage B 

 

The SHH predicts that the Stage A manipulation will act largely by altering subjects’ intuitive responses 

(rather than their rational, deliberative responses). Thus, Stage A is predicted to have less of an effect on 

subjects who are better at overruling their heuristic responses when making decisions (and therefore who 

score better on the CRT). Consistent with this prediction, we find a significant negative interaction 

between number of correct answers on the CRT and a C-Culture dummy when predicting Stage B 
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prosociality (p=0.028; Appendix Table A5 col 1).   This effect is visualized in Figure 3, by comparing the 

treatment effect among non-deliberative thinkers (those giving 1 or more incorrect CRT answers, N=65; 

p=0.010; Appendix Table A5 col 2) and deliberative thinkers (those giving no incorrect CRT answers, 

N=31; p=0.413; Appendix Table A5 col 3). Furthermore, although the number of incorrect CRT answers 

is the standard measure of (non)intuitiveness, subjects might answer incorrectly by giving an answer 

which is neither the intuitive answer nor the correct answer (perhaps due to limited mathematical ability). 

Since we are particularly interested in the use of intuition (rather than general inability to do math), we 

note that we find a similar moderation effect using number of specifically intuitive answers rather than 

just generally incorrect answers (see Appendix Table A6). Taken together, these results provide evidence 

that the changes which Stage A causes in Stage B behavior are specifically the result of reshaping 

intuitive/heuristic responses. 

 

 
Figure 3: Top panel: Mean fraction transferred in D-Culture minus mean fraction transferred in C-

Culture averaged on over all five Stage B transfer decisions, for intuitive subjects (those giving 1 or more 

incorrect CRT answers) and reflective (those giving no incorrect CRT answers) subjects; error bars 

indicate bootstrapped 95% confidence intervals clustered on session. Bottom panel: CDFs of average 

fraction transferred across all decisions for the C-Culture (blue) and D-Culture (red); mean transfers for 

each condition are indicated by vertical dashed lines. 
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3.2.4 Role of beliefs in spillovers from Stage A to Stage B 

 

A natural question that arises is whether the effect of Stage A on behavior in Stage B can be 

explained solely by changes in subjects’ beliefs, rather than an actual remodeling of preferences (which 

are typically assumed to be fixed). The most straightforward way that beliefs could affect behavior is by 

changing expectations about the decisions of one’s Stage B co-player(s). And indeed, we find such an 

effect: TG Trustors coming from the D-Culture expect a significantly smaller back-transfer from Trustees 

than those from the C-Culture; 33 MU vs 48 MU, p<.001; Appendix Table A4 col 6). Changing 

expectations about the behavior of one’s partner cannot, however, explain all of our results: we find 

treatment effects in decisions that are not influenced by such expectations. Trustee decisions in the TG are 

explicitly conditioned on their Trustor’s behavior (the Trustee’s decision is only implemented if the 

Trustor chooses to transfer); therefore, expectations of Trustor behavior have little room to influence 

Trustee behavior. Even clearer is the DG, where the recipient makes no decision, and thus there is no 

room whatsoever for expectations about the partner’s decision. Yet we find large and statistically 

significant treatment effects on both of these decisions (TG Trustee: 33.7% vs 22.1% transferred, 

p<0.001, Appendix Table A4 col 4; DG: 22.7% vs 9.5% transferred, p<0.01, Appendix Table A4 col 1). 

These effects cannot be explained by beliefs about the partner’s choices.  

There is, however, a somewhat more subtle way that beliefs might influence behavior, as 

captured by social preference models of type-based reciprocity (e.g. Levine (1998)). These models 

suggest that one’s desire to help another person depends on one’s beliefs about how helpful that other 

person is. Thus, in the DG, the dictator’s beliefs about the altruism of their recipient (e.g. what the 

recipient would have done had he or she been the dictator) might influence the dictator’s behavior, even 

though the recipient makes no actual decision in the game. When making their DG decisions in Stage B, 

subjects do not know anything about their recipient’s history of play in Stage A. They do, however, know 

that their recipient also participated in Stage A. Thus dictators might draw inferences about their 

recipient’s type based on prior experience with their various Stage A partners, allowing Stage A to 

influence DG giving in Stage B via beliefs about type (although such inferences would likely be incorrect, 

since random assignment ensures that differences in Stage A play across conditions are purely a result of 

the rules of the game, rather than differences in the distribution of types across conditions).  

Here we present several pieces of evidence that speak against this possibility. The first comes 

from comparing the treatment effect on the DG versus the TG Trustee. In the DG, there is ambiguity 

about how one’s partner would have acted (leaving room for type-based beliefs to affect behavior). This 

is substantially less true in the TG, however, because the Trustee’s decision is only implemented if the 
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Trustor transfers money. Therefore, there is less ambiguity about the partner’s type when choosing how 

much to return: Trustees know that their decision will only be implemented if their partner made the 

“nice” choice of transferring. This implies that if the treatment effect is driven solely by changing 

expectations about the partner’s type, we should see a substantially larger treatment effect for the DG 

(where there is more type ambiguity) than the Trustee. Contrary to this prediction, however, we observe 

very similar effect sizes in the two games: when comparing the D-Culture and the C-Culture, 11.6% less 

of the stake is transferred by Trustees and 13.2% less is transferred by Dictators, a non-significant 

difference (Interaction between treatment dummy and Trustee dummy, p=0.68; Appendix Table A3 col 

3). Thus, reducing the amount of ambiguity regarding the partner’s type does not reduce the treatment 

effect.  

Our second piece of evidence comes from asking whether controlling for beliefs reduces the 

treatment coefficient. We do not have a direct measure of subjects’ beliefs regarding the distribution of 

types in our experiment. A subject’s belief regarding the average fraction returned by TG Trustees, 

however, provides a rough proxy for their belief about the distribution of types: Expecting others to return 

more on average when they are Trustees implies that you believe a greater fraction of subjects in the 

experiment are prosocial types. Thus, if beliefs about the distribution of types are driving our treatment 

effects in the DG (where beliefs about the partner’s choice do not exist), including predicted average 

Trustee return in our regression should substantially reduce the magnitude of the treatment coefficient. 

Contrary to this prediction, however, we find that including predicted average Trustee return in a 

regression with DG transfer as the dependent variable does not significantly change the coefficient on 

treatment (without predicted average Trustee return, coeff=0.132, bootstrapped SE=0.041; with predicted 

average Trustee return, coeff=0.101, bootstrapped SE=0.030; no significant difference, p=0.73). Thus we 

do not find evidence that controlling for beliefs about the prosociality of others undermines our treatment 

effect. 

Our third piece of evidence comes from an additional Supplemental Experiment designed to 

minimize the inferences subjects draw regarding the type of their Stage B partner based on their Stage A 

interactions. Specifically, our Supplemental Experiment’s Stage B consists only of a single DG where the 

recipient does not participate in Stage A; the DG recipients are completely passive, and the dictators are 

informed of this fact very prominently. Here, the play of others in Stage A should have no bearing on 

one’s expectations regarding the Stage B recipient. We recruit 237 American subjects using the (non-

student based) online labor market Amazon Mechanical Turk (Amir et al., 2012, Horton et al., 2011). We 

then have them play an adapted version of our Stage A RPD followed by a dictator game in which the 

recipient has not played the RPD, and receives no payment other than what is given to them in the DG. 

The results of this experiment closely replicate the DG results observed in Experiment 1, with nearly 
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twice as much DG giving after the C-Culture compared to the D-Culture (27.4% vs 16.5% transferred, 

Rank-sum p<0.001). See Appendix Section 4 for details. Thus reducing the grounds for using Stage A to 

make inferences about the type of the DG recipient in Stage B does not appreciably undermine the 

treatment effect. 

In sum, while we cannot completely rule out the possibility that our treatment effect is driven by 

beliefs about the distribution of types, we provide several pieces of evidence that are inconsistent with 

this possibility, and instead point to actual remodeling of preferences (e.g. internalized notions of 

appropriate behavior).  

 

3.2.5 Role of mood in spillovers from Stage A to Stage B 

 

Finally, we note that our treatment effect does not appear to be driven by mood. Most simply, we 

find little difference in our 1-to-5 mood measure between the C-Culture (mean=3.45, std=0.588) and the 

D-Culture (mean=3.29, std=0.690; Rank-sum, p=0.38). Further evidence comes from replicating our main 

analysis using only the 3 sessions in which mood was measured following Stage B (Appendix Table A7). 

If the effect of treatment is driven by Stage A altering subjects’ mood, then the treatment coefficient will 

be smaller when controlling for mood. On the contrary, however, we find that the coefficient on treatment 

increases in magnitude when including mood in the regressions (C-Culture dummy: coeff=0.128 without 

mood, coeff=0.139 with mood). Thus we do not find evidence that our treatment effect is driven by mood. 

We do note, however, that mood was measured after Stage B decisions were made, and thus is not a pure 

measure of Stage A’s effect on mood. Thus further investigation of the role of mood in our treatment 

effect is a worthwhile direction for future work.  

 

4.  Experiment 2: Effects of cooperative environment on norm enforcement 

 

4.1 Experimental design 

A key element of norms is not just the desire to act in a particular way, but also the willingness to 

sanction those who do not act accordingly. In Experiment 2, we therefore ask whether Stage A also 

effects subjects’ punishment of selfishness (i.e. willingness to pay to reduce the payoffs of non-

cooperators). To do so, we follow Stage A with a battery of one-shot punishment games, played using the 

strategy method with no feedback: a DG with third party punishment (3PDG), a Prisoner’s Dilemma with 

third party punishment and reward (3PPD), and a PGG with punishment (PGP). In each of these 

punishment decisions, players face a different type of dilemma from Experiment 1: they have the chance 

to decrease the payoff of one or more others at a cost to themselves, based on the others’ behavior.  
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In the 3PDG game, subjects are matched in groups of three. One subject is assigned to be the 

dictator and unilaterally decides on a split of 100 MU between herself and a second subject assigned to be 

the recipient. A third subject, the sanctioner, is given an endowment of 100 MU and indicates how many 

MU (up to 20) she would spend to reduce the dictator’s payoff, depending on the dictator’s chosen 

division.13 Each MU spent by the third party reduces the dictator’s payoff by 5 MU.  

In the 3PPD game, subjects are matched into groups of four. Two subjects are selected to be PD 

players and play a one-shot binary-choice PD with each other using the following payoff matrix (in MU):  

 C D  

C 80,80 0,120              

D 120,0 20,20  

                                                                                                                                                          

The other two subjects are sanctioners and are each given an endowment of 100 MU. The sanctioners 

choose how much (up to a maximum of 20 MU) to spend on reducing one of the two PD players’ payoff, 

based on that player’s decision in the PD. We also use this game to address concerns that have been raised 

about third-party punishment experiments where punishment was the only option (Pedersen et al., 2013): 

we allow third parties to reward as well as punish the PD players. Each MU spent by the third party on 

punishing reduces the PD player’s payoff by 5 MU, and each MU spent on rewarding increases the PD 

player’s payoff by 5 MU. 

In the PGP game, subjects are matched into groups of four and play the same PGG as in Stage B 

of Experiment 1 (100 MU endowment, efficiency factor of 1.6). Unlike Experiment 1, however, after 

making a PGG decision each subject has the opportunity to pay up to 20 MU to sanction other group 

members based on contribution amount.14 Each MU spent reduces the sanctioned player’s payoff by 5 

MU.  

In all three games, in addition to punishment decisions, subjects are asked to rate how “socially 

inappropriate” each possible punishee behavior was, using a 7-point Likert scale.  

 

4.2 Results 

 

                                                        
13 The dictator had the option of transferring 0, 10, 20, 30, 40, or 50 MU. The sanctioner indicated the number of 
MU to spend on reducing the dictator’s payoff for each of these possible transfer options. 
14 In the PGP contribution phase, subjects can choose one of the following contribution amounts: 0, 25, 50, 75, 100. 
In the PGP punishment phase, subjects are paired up and indicate how many MU to spend punishing the person with 
whom they are paired, for each possible partner contribution amount. We do not offer a reward option in the PGP, 
but based on the similarity of results between of our third-party punishment games with and without reward, we 
think it is unlikely that adding a reward option to the PGP would change our results substantially. 
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4.2.1 Stage A Cooperation 

As in Experiment 1, we effectively induce substantially more Stage A cooperation in the C-

Culture treatment compared to the D-Culture treatment (58% C vs 22% C, p<0.001; See Appendix Table 

A11).  

 

4.2.2 Stage B Third Party Punishment  

We begin by considering the effect of Stage A on third party punishment in Stage B (Figure 4). In 

the third party punishment games (3PDG & 3PPD), punishment is impartial (as the punisher is not 

affected by the behavior of the punishee) and thus reflects pure norm enforcement (Fehr and Fischbacher, 

2004b). 

To test whether Stage A affected norm enforcement in Stage B, we follow the approach of 

Experiment 1 and analyze the data from the 3PPD and the 3PDG together in a single regression. To make 

cooperation in the DG and PD comparable, we normalize such that maximum selfishness (transferring 

nothing in DG, playing D in PD) has a value of 0 and maximum prosociality (transferring 50 in the DG, 

playing C in PD) has a value of 1. Regressing amount of punishment on the punishee’s level of 

cooperation, a dummy for C-Culture, and an interaction between punishee’s level of cooperation and the 

C-Culture dummy (Appendix Table A12 col 1) shows a significant negative main effect of punishee’s 

cooperation (more cooperative actions were punished less, p<0.001), a significant positive main effect of 

C-Culture (a maximally selfish action was punished more in the C-Culture than in the D-Culture, 

p=0.021) and a significant negative interaction (for a given increase in punishee’s cooperation, 

punishment decreased more in the C-Culture than in the D-Culture; that is, punishment was more 

selectively targeted at selfish behavior in the C-Culture, p=0.006).  

These results are robust to including fixed effects for game type (Appendix Table A12 col 2) as 

well as interactions between game type and treatment (Appendix Table A12 col 3), or to analyzing the 

two games separately (Appendix Figure A3 and Table A12 col 4 and 5). We also find that subjects’ 

ratings of the inappropriateness of DG sending and PD cooperation decisions are affected by the 

treatment in a qualitatively similar way (i.e. positive C-Culture dummy coefficient, negative interaction 

between C-Culture and Punishee Prosociality), but that these self-report measures are less sensitive than 

actual punishment and statistical significance is not achieved (Appendix Table A13); and that the 

treatment does not have a significant effect on rewarding in the 3PPD (Appendix Table A12 col 6).  

Importantly, we find significant treatment effects on third party punishment among intuitive 

subjects but not among reflective subjects (Appendix Table A14), replicating the pattern seen for 

prosociality in Experiment 1.  
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Figure 4:  Third-party punishment in the 3PDG and 3PPD games of Stage B in Experiment 2, as a 

function of the punishee’s cooperativeness (fraction of punishment endowment spent, averaged across the 

3PDG and 3PPD games), with LOESS 95% confidence intervals. Punishee’s cooperativeness for the 

3PDG is normalized such that giving nothing corresponds to cooperativeness 0 and giving 50% 

corresponds to cooperativeness of 1; and for the 3PPD such that defecting corresponds to 

cooperativeness 0 and cooperating to cooperativeness 1.  

 

These results demonstrate that Stage A altered subjects’ conception of cooperation as a norm to 

be enforced as well as followed, rather than just priming subjects to themselves give or not: subjects in 

the C-Culture condition not only behaved more cooperatively in Experiment 1 but were also more willing 

to pay to punish non-cooperators in Experiment 2. 

 

4.2.3 Stage B Public Goods Game with Punishment 

We now turn to the effect of Stage A on punishment in the Public Goods Game. Unlike the 3PDG 

and 3PPD games, punishment in the public goods game is not wholly impartial: non-contributors have a 

negative impact on the earnings of the potential punisher as well as on other group members. Thus 

motives other than norm enforcement, such as retaliation or desire to out-earn other group members, may 
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also drive punishment in this setting (Bolton and Ockenfels, 2000, Ellingsen, et al., 2012, Espín et al., 

2012, Herrmann, et al., 2008, Rand and Nowak, 2011).  

Perhaps as a result of these mixed motives, cross-cultural experiments using the public goods 

game (e.g. Herrmann, et al. (2008)) have found relatively little variation in prosocial punishment 

(punishment of those contributing less than the punisher, PSP). The level of “antisocial punishment” 

(punishment of those contributing as much or more than the punisher, ASP), conversely, has been shown 

to vary dramatically across cultures. Thus cross-cultural effects on PGG punishment vary based on the 

difference between the punisher’s contribution and the punishee’s contribution.  

We therefore consider Stage A effects on PGG punishment based on this difference in punisher 

and punishee contribution levels (Figure 5). 

First we consider PSP of those who contribute less than the punisher (left half of Figure 5). 

Consistent with previous cross-cultural results (Herrmann, et al., 2008), we find no significant difference 

in overall PSP between our C-Culture and D-Culture treatments (Appendix Table A15 col 1, p=0.72), and 

no interaction between treatment and the difference in punisher’s and punishee’s contribution amount 

(Appendix Table A15 col 2, p=0.65).  

Next we turn to ASP targeted at those who contributed as much or more than the punisher (right 

half of Figure 5). Our results are again consistent with (Herrmann, et al., 2008)’s cross-cultural work, 

where such punishment is rare among Western college students but occurs frequently in countries with 

weaker institutions: We find virtually no antisocial punishment in the C-Culture treatment, but some 

begins to appear in the D-Culture treatment. There is a trend in the direction of less overall ASP in the C-

Culture (Appendix Table A15 col 3, p=0.16), and there is a marginally significant interaction between the 

C-Culture dummy and contribution difference (Appendix Table A15 col 4, p=0.098) such that in the D-

Culture, subjects are somewhat more likely to punish as the punishee’s contribution increases.  

These results provide further evidence that our Stage A manipulation is altering the norms applied 

in Stage B, and hint that cross-cultural differences in ASP (Ellingsen, et al., 2012, Herrmann, et al., 2008) 

may in part be explained by norms developed in an environment where cooperative behavior is not an 

advantageous strategy (a possibility which deserves further exploration in future research).  
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Figure 5: Punishment in the PGP of Stage B in Experiment 2, as a function of the difference between the 

punishee’s normalized PGG contribution and the punisher’s normalized PGG contribution (with LOESS 

95% confidence intervals). Negative x-axis values correspond to prosocial punishment (PSP, where the 

punisher contributes more than the punishee) whereas positive x-axis values correspond to antisocial 

punishment (ASP, where the punishee contributes more than the punisher). 

 

 

5. Beyond play in economic games 

 

Finally, we ask whether the effects of Stage A extend beyond play in economic games. To do so, 

we employ the World Values Survey (WVS), one of the most widely used instruments for the measure of 

differences in cultural norms (Gächter et al., 2004, Putnam, 2000). A version of the World Values Survey 

question measuring generalized trust was included in the post-experimental survey in each of our 

experiments15: subjects were asked “How much do you agree with the statement: ‘most people can be 

trusted.’?” and indicated their response using a Likert scale ranging from 1 [Strongly disagree] to 5 

[Strongly agree]. This specific continuous implementation is used by Peysakhovich, et al. (2014), who 

                                                        
15 Certain subjects’ questionnaires did not include this question, but not in a systemic way: three sessions of 
Experiment 1 contained the trust question (48 observations), all but 1 session from the Experiment 2 contained the 
trust question (109 observations), and all 237 observations from the Supplemental Experiment described in the 
Appendix included the trust question. 
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find that agreement with the statement correlates strongly with prosociality in the one-shot anonymous 

PGG and DG. The correlation with DG giving suggests that this question measures more than simple 

beliefs about the behavior of others that is implied by the word “trust”, but instead is a more general 

measure of the responder’s prosociality. Additional evidence for this broader interpretation of the WVS 

trust question comes from Glaeser et al. (2000), who find that it predicts trustworthiness much better than 

trust. Thus, it seems likely that the Stage A effects on prosocial norms observed in the game behavior of 

Experiments 1 and 2 may also translate into effects on this generalized trust measure. 

Consistent with our results regarding play in economic games, the Stage A treatment does indeed 

have a substantial effect on our WVS trust measure. Subjects randomized into the D-Culture report 

significantly lower levels of generalized trust than those randomized into the C-Culture, both overall 

(Appendix Table A16 col 1, p<0.001) and among the lab (Appendix Table A16 col 3, p=0.040) and 

online subjects (Appendix Table A16 col 4, p=0.001) separately. Furthermore, we find evidence of a 

similar CRT moderation effect to that observed with the games: Stage A significantly changes WVS trust 

among intuitive subjects, but not among reflective subjects (see Appendix Tale A17).  

Thus, the effect of our Stage A manipulation is not restricted to economic games; we also recreate 

variation in a standard survey instrument used to measure culture through random assignment to an 

interaction environment in the lab. With this measure, the heuristics developed in Stage A are misapplied 

not to behavior in one-shot anonymous games, but rather to a survey question that combines assessments 

about how trustworthy others are with one’s own level of prosociality. 

 

6. Concluding discussion 

Here we have shown that externally imposed interaction rules can dramatically alter subjects’ 

internalized norms: immersing subjects in an environment that incentivizes cooperation or defection for 

less than 20 minutes leads to large differences in subsequent one-shot anonymous prosociality and 

sanctioning, as well as generalized trust. Furthermore, these effects are driven by subjects that rely on 

heuristics, and virtually disappear among highly deliberative subjects. Our findings demonstrate the 

important part that spillover effects can play in shaping behavior in one-shot anonymous settings. 

Furthermore, we shed light on the key role played by intuitive and heuristics in this internalization of 

cooperative norms (as proposed by the Social Heuristics Hypothesis (Rand, et al., 2014c)). In doing so, 

we help to explain why people often cooperate in one-shot anonymous contexts, and why such behavior 

might vary across organizations and cultures. More broadly, our results demonstrate that laboratory 

experiments can be a powerful tool for studying culture and the interplay between social environments 

and internalized norms.  
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Our results cannot be explained by changes in beliefs regarding the decisions of co-players, as we 

see treatment effects in the Dictator Game and the Trust Game Trustee. We also present evidence that our 

treatment effects are not easily explained by changes in beliefs regarding the co-player’s type (see Section 

3.2.4), although we cannot definitively rule out this possibility. We argue that our results therefore 

suggest that social preferences may be remodeled on relatively short time-scales (20 minutes or less of 

RPD play).16 This suggestion runs counter to the standard assumption in economic models that 

preferences are fixed, and points to the importance of considering both where social preferences come 

from and how they change. These questions are not addressed by most social preferences models, which 

take preferences as given (Bolton and Ockenfels, 2000, Charness and Rabin, 2002, Fehr and Schmidt, 

1999, Levine, 1998, Rabin, 1993). In particular, the evidence we present for the role of heuristics in this 

remodeling of preferences suggests that adding a dual process perspective to social preference models 

(e.g. Dreber et al. (2014), Loewenstein and O'Donoghue (2004)) is important when exploring preference 

change. Evolutionary game theoretic models do often try to shed light on the issues of origin and change 

of prosocial behavior (e.g. Alger and Weibull (2010), Bowles (2001), Dekel et al. (2007), Rand and 

Nowak (2012), Rand et al. (2013), Samuelson (2001)), but often without explicitly connecting to specific 

models of social preferences. Extending social preference models to incorporate heuristic processing and 

preference change, and more directly linking evolutionary models to models of social preferences are 

important directions for future theoretical work.  

It is also interesting to consider how our results relate to the economic theory literature on habit 

formation, growing out of the seminal work of Becker and Murphy (1988). The Becker-Murphy model 

defines habit formation as adaptation to levels of consumption of a particular good: the amount of the 

good you desire to consume in the current period is increasing in the amount you consumed in the 

previous period. To apply this model to our experiments, think of PD cooperation as the good being 

consumed in Stage A. In order to explain the spillover over effects we observe in Experiment 1, we would 

have to assume that subjects think of RPD cooperation in Stage A and money transfers in the one-shot 

games of Stage B as instances of the same ‘prosociality’ good: subjects in the C-Culture consume more 

prosociality in the Stage A RPD than those in the D-Culture, and therefore are more inclined to consume 

prosociality in the anonymous one-shot games of Stage B. This assumption may be reasonable, given 

evidence that an individual’s play correlates strongly across different prosociality games, suggesting that 

a common preference drives behavior across these games (Peysakhovich, et al., 2014). To explain 

Experiment 2, conversely, we would have to assume that subjects experience Stage A RPD cooperation 
                                                        
16 Convergent empirical evidence for such remodeling comes from studies showing that short-run factors such as 
recent experiences or organizational memberships can affect internalized behaviors related to trust and cooperation 
(e.g. Alesina and La Ferrara (2002), Bellows and Miguel (2009), Fisman and Khanna (1999)). 
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and Stage B third party punishment of selfishness as being the same good. This assumption is 

contradicted, however, by evidence that an individual’s play in cooperation games is not predictive of 

their third party punishment behavior (Peysakhovich, et al., 2014). This suggests that cooperation and 

punishment are psychologically distinct goods, and that our results are driven by norm internalization 

rather than by pure habituation to cooperation. Building models that connect the economic literature on 

habit formation to the concept of norms and norm internalization is an important avenue for future work. 

While we demonstrate change in behavior following relatively brief exposure to cooperative or 

non-cooperative environments, we do not systematically vary treatment durations. Thus we cannot 

estimate how different lengths of exposure to the treatment translate into different levels of change in 

subsequent behavior. Creating such a ‘dose-response’ curve is an important direction for future 

experimental work. So too is exploring the extent to which the Stage A treatment generalizes across 

contexts. We provide some evidence of generalization, in that RPD behavior generalizes to other 

prosociality games, to punishment games, and to the non-game survey measure of trust from the World 

Values Survey. We do not contend, however, that our Stage A treatment erases a lifetime of previous 

experience and cultural context, or irrevocably change our subjects’ preferences. Rather, our experiments 

should be seen as a proof-of-concept that the behaviors cultivated by particular environments travel 

beyond these situations, and that cooperation includes relatively malleable components. Future work 

should evaluate how far beyond the experimental context our effect extends, as well as how our artificial 

Stage A can be translated into more contextualized settings (which may lead to even broader 

generalization). 

A related question concerns the persistence of the effect we observe. Some insight comes from 

the findings of Duffy and Ochs (2009) and Fréchette and Yuksel (2013), who examine play in a series of 

RPD games: in a first phase subjects played RPDs where cooperation is an equilibrium, then in a second 

stage the game specification is modified such that cooperation is not an equilibrium.17 Both studies find a 

large reduction in cooperation when switching from the first stage to the second. Consistent with our 

findings, however, there is some indication of spillover: cooperation in the first decision of the second 

stage is higher than in later periods, and a process of decay occurs before aggregate behavior stabilizes at 

an extremely low level. This rapid decay indicates that subjects quickly adapt to their new environment. 

However, this does not mean that these spillover effects are trivial, for two reasons. First, in real-world 

applications, environmental conditions are themselves typically highly persistent: people interact every 

day under an environment that favors either cooperation or defection. Thus they “receive treatment” 

                                                        
17 This switch is accomplished by switching from fixed matching to random matching in the case Duffy and Ochs 
(2009) and by changing the stage game payoffs in the case of Fréchette and Yuksel (2013). 
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constantly, supporting a continual spillover of norms into the subset of interaction that are one-shot and 

anonymous. Second, many situations of economic interest have multiple equilibria (unlike our Stage B 

games or those of Duffy and Ochs (2009) and Fréchette and Yuksel (2013)). Thus even short-lived 

spillover effects can have long lasting impacts by changing the initial conditions and shifting between 

basins of attraction of different equilibria, as demonstrated in the context of weak-link coordination 

games by Brandts and Cooper (2006). Quantifying the persistence of our Stage A effect, and its 

consequences in settings with multiple equilibria, is an important direction for future experiments. 

In our experiments, we modeled environments that make cooperation advantageous or 

disadvantageous using the framework of repeated games. We used repetition because it is a well-

established paradigm that creates future consequences for today’s actions. Critically, we are not claiming 

that repetition itself varies across cultures. Instead, we are arguing that variation in whether institutional 

incentives support cooperative equilibria (modeled in our experiments by repetition) leads to variation in 

internalized norms. Other work on path-dependent preferences suggests that the specific form taken by 

these institutional incentives also matters. For example, Bohnet and Baytelman (2007) found that adding 

communication, punishment, or fixed repetition to the TG increases trust and trustworthiness almost 

exclusively due to changes in expectations (and if anything, these cooperation-inducing institutions 

‘crowd out’ intrinsic preference-based trust, rather than positively influencing social preferences as in our 

experiment); Bohnet and Huck (2004) found no differences in 1-shot TG play based on whether subjects 

previously played a series of stranger-matched (i.e. 1-shot) TGs or repeated play, and find some evidence 

that stranger-matched play with a reputation system actually decreases subsequent trust; in a sequential 

step-level PGG, Cooper and Stockman (2011) found relatively little effect of prior experience under rules 

that emphasized different kinds of equity concerns, and whatever effects they did find were very short 

lived; and Herz and Taubinsky (2013) find that prior experience in markets with substantial competitive 

pressure results in a large and persistent decrease in fairness concerns in the UG. Given this 

heterogeneity, future work directly comparing the effect of different environmental structures that 

incentivize cooperative behavior (e.g. institutions such as markets, democratic governance or centralized 

reward and punishment) is needed.  

We also do not claim that the arrow from institutionally created environments to preferences goes 

only in one direction – the co-evolution of norms and interaction environments (e.g. institutions) involves 

a feedback loop between the two. In situations where institutions (e.g. Stage A rules) work by creating 

cooperative equilibria, non-cooperative equilibria often also exist.18 Thus the effectiveness of an 

                                                        
18 Note that here we discuss multiple equilibria in the context of Stage A, rather than above where we discuss 
possible effects of Stage A on Stage B interactions that involve multiple equilibria. 
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institution is in part determined by the norms of those whom the institution governs. Multiple equilibria 

can cause norm persistence (rather than the malleability seen in our studies), as demonstrated for example 

by Nunn and Wantchekon (2011), who show that individuals whose ancestors come from areas in Africa 

that had been more affected by the slave trade continue to have weaker levels of interpersonal trust 

today.19 Future laboratory studies should examine how institutional rules and baseline norms interact. An 

important part of such work will involve cross-cultural studies, where our Stage A manipulation is 

applied to groups with differing baseline levels of cooperation. Such studies will shed light on whether 

the treatment effect we observe is driven by the C-Culture increasing cooperation, the D-Culture 

decreasing cooperation, or both. Based on the SHH, we predict that baseline behavior in one-shot 

anonymous games will resemble Stage B of the C-Culture treatment in places with strong institutions, 

such as the United States; and will resemble Stage B of the D-Culture treatment in places with weak 

institutions (e.g. Gächter, et al. (2010)). 

Research in the social and behavioral sciences is increasingly focusing not just on generating 

insights into the basic science underlying human behavior, but also on applying these insights to 

institutions, markets, incentives and organizations outside the laboratory (Fudenberg and Peysakhovich, 

2014, Gerber and Rogers, 2009, Gneezy and List, 2006, Rand et al., 2014d, Roth, 2002, Thaler and 

Benartzi, 2004, Thaler and Sunstein, 2008, Yoeli et al., 2013). The experiments presented here have clear 

practical implications for building cooperative cultures in organizations. They suggest that cross-

organizational differences in culture are in large part determined by cross-organizational differences in 

which behaviors (cooperative or non-cooperative) are rewarded. These differences in optimal behavior 

are strongly influenced by the organization’s institutions (i.e. how incentives are structured, the focus of 

the current paper). However, the way in which people are selected to join the organization also has an 

important effect on organizational culture: as discussed above, the right incentives can create cooperative 

equilibria, but groups can still coordinate on non-cooperative equilibria if many of the people entering the 

group are initially non-cooperative. Thus it is ideal for organizations to both design effective institutions, 

and (at least to some extent) to avoid hiring non-cooperative individuals.  

Taken together, the experiments we present here demonstrate the power of previous experience 

for shaping our behavior in one-shot anonymous settings. They also open the door for a wide array of 

possible applications for organizations interested in increasing the incidence of cooperative behavior. 

Prosociality induced by environmental constraints can have a dramatic influence on behavior even in 

situations where these rules do not apply.  

                                                        
19 Existing theories for such persistence point to channels such as parents ‘instilling’ values in their children (e.g. 
Bisin and Verdier (2000), Tabellini (2007)).  
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1. Experiment 1: Stage A manipulation check  
 

Table A1: The effect of C-culture treatment on RPD cooperation in Stage A of Experiment 1. Shown are 

coefficients from OLS regression, with cooperation in the RPD as the dependent variable (0=D, 1=C; one 

observation per decision). Standard errors in parentheses clustered at session level and bootstrapped 

1000x. 

 PD Decision PD Decision 
1=C-Culture 0.554 0.315 
 (0.072)*** (0.049)*** 
Decision number  -0.001 

  (0.001) 
C-Culture X Decision Num  0.009 
  (0.002)*** 
Constant 0.154 0.179 
 (0.038)*** (0.039)*** 
R2 0.32 0.34 
N        5,092       5,092 

* p<0.05; ** p<0.01; *** p<0.001 
Standard errors clustered at session level and bootstrapped 1000x. 
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2. Experiment 1: Principal component analysis of play in Stage B games  
 

To provide support for our decision to jointly analyze the five transfer decisions as our measure 

of prosociality (and not the UG MAO), we use principal component analysis (PCA). Intuitively, PCA is a 

statistical technique used to reduce high dimensional data sets to a smaller number of dimensions in an 

optimal manner. The PCA analysis treats data points coming from n variables as vectors in an n-

dimensional linear space and then computes a new set of basis vectors called “principal components” 

ordered by the amount of original variance retained if the data set were to be projected onto the principal 

component.  

Applying PCA to our data can be thought of as asking whether the six decisions are really 

measuring independent aspects of behavior, or whether there are high correlations within subgroups of 

decisions. We perform a PCA using the standardized (correlation) matrix of the six decisions. The six 

resulting components have eigenvalues of 2.6, 1.23, 0.7, 0.5, 0.49 and 0.43.Consistent with our definition 

of prosociality, the first (most informative) principal component consists of a roughly equally weighted 

combination of all the transfer decisions: PGG, TG Trustor, TG Trustee, DG and UG Sender (Table A2); 

with almost no weight on the UG MAO. Thus, these results statistically validate our decision to treat the 

five transfer decisions as repeat measures of cooperation. Further support for this conclusion comes from 

Peysakhovich et al (2014), who find that an individual’s play in the DG, PGG and TG are strongly 

interrelated, but are not related to UG MAOs (importantly, these results, which were not preceded by any 

Stage A, show that the results of our PCA here are not caused by Stage A treatment effects).  

 

Table A2: Loadings from the PCA on decisions in Experiment 1. To aid interpretation, loadings greater 

than 0.3 are bolded. 

Component 1 2 3 4 5 6 
PGG 0.49 -0.11 -0.20 0.07 0.55 0.63 
DG 0.47 0.13 -0.27 0.73 -0.21 -0.34 

TG Trustor 0.46 -0.22 0.42 -0.26 0.39 -0.58 
TG Trustee 0.47 -0.11 0.44 -0.14 -0.66 0.35 
UG Offer 0.32 0.56 -0.47 -0.58 -0.12 -0.13 
UG MAO -0.04 0.77 0.54 0.21 0.22 0.12 

Variance explained 43% 21% 12% 9% 8% 7% 
 
  



A4 
 

For completeness, we also show the pairwise correlations between the 6 game decisions (correlations 

which are significant at the p<0.05 level after Bonferonni correction for multiple comparisons are 

indicated by *).  

  PGG DG TG Trustor TG Trustee UG Offer UG MAO 
PGG 1           
DG 0.50* 1         

TG Trustor 0.50* 0.39* 1       
TG Trustee 0.46* 0.43* 0.53* 1     
UG Offer 0.31* 0.37* 0.18 0.23 1   
UG MAO -0.13 0.01 -0.12 -0.06 0.23 1 

 

The results paint a similar picture to the PCA: PGG, DG, and the two TG decisions are highly inter-

correlated, UG Offer is correlated with these decisions but somewhat less strongly, and UG MAO is not 

correlated at all with the giving decisions.  

 

When considering the relationship between these different games, it is also interesting to note that certain 

transfer decisions have both a self-interested component and a prosocial component (TG Trustor and UG 

Offer), while others have only a prosocial component (PGG, DG, TG Trustee). That is to say that a self-

interested player might transfer as the TG Trustee or make a non-zero UG Offer, depending on their 

expectations about the behavior of their co-player. Self-interested players would never transfer anything, 

however, in the PGG, DG and TG Trustee decisions. This distinction is interesting because we find that 

Stage A has a larger effect on the purely prosocial decisions than on the decisions that have a self-interest 

component (see main text Figure 2). Thus this suggests that Stage A is particularly affecting subjects’ 

level of prosociality, rather than their self-interested calculations. 
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3. Experiment 1: Effect of Stage A on Stage B prosociality 
 
Table A3: Regression analyses (OLS) of effect of Stage A treatment on Stage B prosociality. Dependent 
variable is fraction transferred in Stage B decision, with five observations per subject (one for each of the 
five Stage B transfer decisions). When including decision-type dummies, DG is held out as the baseline.  

 (1) (2) (3) 
1=C-Culture 0.100 0.100 0.132 

 (0.026)*** (0.028)*** (0.041)** 
1=PGG  0.167 0.167 

  (0.022)*** (0.007)*** 
1=TG Trustor  0.344 0.366 

  (0.031)*** (0.032)*** 
1=TG Trustee  0.119 0.126 

  (0.018)*** (0.023)*** 
1=UG Proposer  0.209 0.255 

  (0.025)*** (0.016)*** 
C-Culture X PGG   0.001 

   (0.050) 
C-Culture x TG Trustor   -0.048 

   (0.066) 
C-Culture X TG Trustee   -0.016 

   (0.039) 
C-Culture X UG Proposer   -0.099 

   (0.041)* 
Constant 0.278 0.110 0.095 

 (0.007)*** (0.011)*** (0.007)*** 
R2 0.02 0.13 0.13 
N 480 480 480 

* p<0.05; ** p<0.01; *** p<0.001 
Standard errors clustered at session level and bootstrapped 1000x 
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Table A4. Regression analyses (OLS) of effect of Stage A treatment on Stage B behavior by game. 
Dependent variable is fraction transferred in the indicated game (or, the final two columns, predicted 
fraction returned for TG Trustor Beliefs and fraction demanded for UG MAO). 
 DG PGG TG  

Trustor 
TG  

Trustee 
UG  

Proposer 
TG Trustor 

Beliefs 

UG  
MAO 

C-Culture 0.132 0.133 0.084 0.116 0.033 0.153 -.041 

 (0.041)** (0.035)*** (0.098) (0.020)*** (0.016)* (0.042)*** (.037) 

Constant 0.095 0.262 0.462 0.221 0.350 0.334 .256 

 (0.007)*** (0.001)*** (0.040)*** (0.016)*** (0.014)*** (0.011)*** (0.009)*** 

R2 0.09 0.04 0.01 0.05 0.01 0.08 0.02 

N 96 96 96 96 96 96 96 

* p<0.05; ** p<0.01; *** p<0.001 
Standard errors clustered at session level and bootstrapped 1000x. 
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Table A5: Effect of Stage A treatment on Stage B prosociality in Experiment 1, interacted with (and 
separately analyzed by) number of correct answers on the Cognitive Reflection Test (CRT). Dependent 
variable is fraction transferred in Stage B decision, with five observations per subject (one for each of the 
five Stage B transfer decisions). 
 

 All subjects Intuitive subjects 
(>0 Incorrect 

responses) 

Reflective subjects 
(0 Incorrect 
responses) 

1=C-Culture 0.227 0.160 -0.029 
 (0.077)** (0.062)** (0.035) 
# Correct CRT answers 0.057   
 (0.029)*   
C-Culture X CRT -0.070   
 (0.032)*   
1=DG -0.167 -0.155 -0.194 
 (0.022)*** (0.025)*** (0.034)*** 
1=TG Trustor 0.177 0.142 0.250 
 (0.051)*** (0.069)* (0.057)*** 
1=TG Trustee -0.049 -0.038 -0.072 
 (0.020)* (0.013)** (0.068) 
1=UG Proposers 0.042 0.035 0.058 
 (0.023) (0.031) (0.033) 
Constant 0.175 0.253 0.347 
 (0.057)** (0.019)*** (0.032)*** 
R2 0.15 0.14 0.18 
N 480 325 155 

* p<0.05; ** p<0.01; *** p<0.001 
Standard errors clustered at session level and bootstrapped 1000x. 

  



A8 
 

Table A6: Effect of Stage A treatment on Stage B prosociality in Experiment 1, interacted with (and 
separately analyzed by) number of intuitive answers on the Cognitive Reflection Test (CRT). Dependent 
variable is fraction transferred in Stage B decision, with five observations per subject (one for each of the 
five Stage B transfer decisions). 

 All subjects Intuitive subjects 
(>0 Intuitive 
responses) 

Reflective subjects 
(0 Intuitive 
responses) 

1=C-Culture 0.032 0.171 -0.003 
 (0.020) (0.064)** (0.031) 
# Intuitive CRT answers -0.064   
 (0.029)*   
C-Culture X Intuitive CRT 0.078   
 (0.039)*   
1=DG -0.167 -0.153 -0.189 
 (0.022)*** (0.029)*** (0.035)*** 
1=TG Trustor 0.177 0.146 0.223 
 (0.052)*** (0.069)* (0.053)*** 
1=TG Trustee -0.049 -0.051 -0.046 
 (0.020)* (0.021)* (0.061) 
1=UG Proposers 0.042 0.027 0.064 
 (0.023) (0.041) (0.031)* 
Constant 0.331 0.253 0.317 
 (0.029)*** (0.035)*** (0.034)*** 
R2 0.14 0.14 0.16 
N 480 285 195 

* p<0.05; ** p<0.01; *** p<0.001 
Standard errors clustered at session level and bootstrapped 1000x. 
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Table A7: Regression analyses (OLS) of effect of Stage A treatment on Stage B prosociality, restricting 
to subjects from the three sessions of Experiment 1 in which mood was measured. Dependent variable is 
fraction transferred in Stage B decision, with five observations per subject (one for each of the five Stage 
B transfer decisions). When including decision-type dummies, DG is held out as the baseline. Standard 
errors are clustered at the level of the subject instead of the session, because only the mood measure was 
only administered in three sessions. Clustering at the session level does not qualitatively change the 
results.  

 (1) (2) (3) (4) 
1=C-Culture 0.128 0.139 0.128 0.139 

 (0.066) (0.068)* (0.067) (0.068)* 
Mood (1 to 5)  -0.064  -0.064 

  (0.045)  (0.045) 
1=PGG   -0.128 -0.128 

   (0.044)** (0.044)** 
1=TG Trustor   0.265 0.265 

   (0.057)*** (0.057)*** 
1=TG Trustee   -0.041 -0.041 

   (0.038) (0.038) 
1=UG Proposer   0.042 0.042 

   (0.050) (0.050) 
Constant 0.282 0.494 0.255 0.466 

 (0.043)*** (0.151)** (0.054)*** (0.155)** 
R2 0.03 0.05 0.18 0.19 
N 240 240 240 240 

* p<0.05; ** p<0.01; *** p<0.001 
Standard errors clustered at subject level 
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4. Supplemental Experiment: Manipulating prosociality in the online laboratory 
 

Our Supplemental Experiment examines the generalizability our Experiment 1 results. To so do, 

we deploy an adapted version of our Stage A manipulation using the online labor market Amazon 

Mechanical Turk (Amir et al. (2012), Horton et al. (2011); MTurk) and replicate the Stage A effect on 

giving in a DG where the recipient does not participate in Stage A and has no interactions other than 

receiving money from the dictator.1 This experiment provides further evidence that Stage A alters social 

preferences rather than expectations about the behavior of (or beliefs about the behavioral type of) Stage 

B interaction partners, and shows that our effect is not unique to undergraduate students. 

 

4.1 Experimental design  
 

Due to technical limitations of the MTurk platform, it is difficult to have simultaneous play with 

live feedback on MTurk. Thus we have to adapt our Stage A design to MTurk’s constraints as follows.  

 Subjects are recruited and told that they will play a series of RPD games (continuation probability 

0.8) matched with other subjects from MTurk. Approximately 35% of subjects are put into a “strategy 

choice” condition where they choose a strategy to be used in all of their RPD games. Two possible 

strategies are offered: Tit-for-Tat or Always Defect. The remaining 65% of subjects are assigned to 

“active play” conditions. These subjects play 4 random length RPDs (as in the laboratory experiments, the 

same set of game lengths was used for all subjects) matched against the strategy choices of subjects in the 

“strategy choice” condition (and affecting the payoffs of those subjects). Thus, no deception is used in 

this experiment.  

To replicate the cooperation-supporting conditions of the C-Culture treatment, “Active play” 

subjects in the C-Culture treatment are matched against four “strategy choice” players who had chosen 

Tit-for-Tat. Thus “active play” subjects in this condition can experience mutual cooperation, but are 

prevented from exploiting their opponents. To replicate the defection-supporting conditions of the D-

Culture treatment, “Active play” subjects in the D-culture treatment, conversely, are matched with four 

“strategy choice” subjects who had chosen Always Defect, so no mutual cooperation can arise.  

                                                        
1 The MTurk subject pool is substantially more diverse than the college undergraduates used in Experiments 1 
through 3 on a number of dimensions including age, education and income. Although one might worry about the 
lack of control implied by online experiments, a number of studies have demonstrated the validity of economic 
game experiments conducting on MTurk (Amir et al. (2012), Horton et al. (2011)). MTurk subjects have also been 
shown to not differ from a nationally representative sample on various psychological measures (Paolacci et al. 
(2010), Simons & Chabris (2012)). 
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To control for comprehension, an important issue on MTurk, all subjects take a quiz on the rules 

of the RPD interaction. Subjects that answer incorrectly are not allowed to participate. We analyze the ex-

post behavior of the 237 “active play” subjects who passed the RPD comprehension questions. 

After completing the four RPD games, subjects play a single-shot DG. Commensurate with 

standard wages on MTurk (Rand et al. (2012), Amir et al. (2012), Horton et al. (2011)), subjects are 

endowed with 80 cents that they choose how to split between themselves and another individual. Prior to 

making their decision, subjects are asked to complete a comprehension question regarding the payoff 

structure of the DG; as shown below, our results are robust to controlling for comprehension or excluding 

the 25% of subjects that failed the comprehension check. To additionally control for attention, individuals 

are asked to re-indicate the decision they made on the next screen of the study. All participants did so 

correctly. 

Importantly, subjects are informed that their recipient in the DG had not participated in the RPDs, 

and receives no earnings other than what is given to them by the subject in the DG. Thus, changes in DG 

behavior here reflect changes in social preferences targeted at complete strangers with whom subjects 

have had no previous interaction. 

As the Supplemental Experiment uses a more heterogeneous population than in our experiments 

using college students, we provide basic descriptive statistics in Table A8. 

 

Table A8. Descriptive statistics for the Supplemental Experiment. 

Age M=29.51 s.d. = 10.04 

Gender 63% male 

Completed High school 98.4% 

Completed at least BA degree 77% 

Median reported income in 2012 $15,000-$25,000 

 

4.2 Results 
 

We first show that our modified Stage A successfully creates environments of persistent 

cooperation and defection. Indeed, as can be seen in Figure A1, subjects learn to cooperate in the C-

Culture treatment (i.e. when matched with four TFT partners) and learn to defect in the D-Culture 

treatment (i.e. when matched with four ALLD partners).2 As a result, there is significantly more 

                                                        
2 The cooperation spikes in the D-Culture time series reflect the decisions in which new games with new partner 
began: as explained above, the same sequence of game lengths was used across all sessions. 
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cooperation in our C-culture treatment than our D-culture, as well as the expected learning effects (Table 

A9). 

 

Figure A1: Cooperation in the PD as a function of decision number. 

 

Table A9: Regression analysis (OLS) of time series of cooperation in C-Culture and D-Culture 
treatments. Dependent variable is cooperation in the RPD (0=D, 1=C; one observation per decision). 

 PD Decision PD Decision 
1=C-Culture 0.562 0.304 
 (0.037)*** (0.048)*** 
Decision number  -0.014 
  (0.001)*** 
C-Culture X Decision Number  0.023 
  (0.002)*** 
Constant 0.183 0.336 
 (0.020)*** (0.027)*** 
R2 0.32 0.34 
N 4,977 4,977 

* p<0.05; ** p<0.01; *** p<0.001 
Standard errors in parentheses clustered at the subject level. 

 

We now turn to examining play in the one-shot DG of Stage B. There is a strong effect of Stage 

A experience, with subjects in the D-Culture giving substantially less in the DG compared to subjects 

from the C-Culture (mean transfer in D-Culture 16% of endowment vs C-Culture 27% of endowment; 

Figure A2). Table A10 shows that there is a strong significant effect of treatment on DG behavior, both 

with and without controls, or exclusions for comprehension. Thus we successfully replicate the effect of 

immersion in a cooperative or non-cooperative environment on one-shot anonymous prosociality using 
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our online sample. This replication demonstrates that the effect is not unique to college undergraduates, 

and that behaviors induced by immersion in our C vs. D-Cultures are exhibited in decisions involving 

complete passive outsiders with whom subjects have never previously interacted. 

 

 
Figure A2: Top panel shows effect of D-Culture on DG transfer (error bars indicate 95% confidence 

intervals). Bottom panel shows cumulative distribution function of DG transfers by treatment. 

 
Table A10: Regression analysis (OLS) of the effects of Stage A treatment on DG transfer. Dependent 
variable is number of cents transferred (out of 80 cents). 

 All subjects All subjects Excluding non-
comprehenders 

1=C-Culture 8.630 8.669 7.276 
 (2.233)*** (2.255)*** (2.630)** 
Failed comprehension  -0.356  
  (2.593)  
Constant 13.250 13.321 13.958 
 (1.569)*** (1.656)*** (1.779)*** 
R2 0.06 0.06 0.04 
N 237 237 177 

* p<0.05; ** p<0.01; *** p<0.001 
Robust standard errors in parentheses. 
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5. Experiment 2: Stage A manipulation check  
 

Table A11: The effect of Stage A parameters on PD cooperation in Stage A of Experiment 2. Shown are 

coefficients from OLS (linear probability model) regression with cooperation in the RPD as the dependent 

variable (0=D, 1=C; one observation per decision).  

 PD Decision PD Decision 
1=C-Culture 0.358 0.178 
 (0.087)*** (0.101) 
Decision number  -0.006 
  (0.003)* 
C-Culture X Decision Num  0.010 
  (0.003)*** 
Constant 0.217 0.321 
 (0.058)*** (0.082)*** 
R2 0.13 0.14 
N 4,616 4,616 

* p<0.05; ** p<0.01; *** p<0.001 
Standard errors in parentheses clustered at session level and bootstrapped 1000x. 

 

We note that there is less cooperation in the Stage A C-Culture in Experiment 2 than there was in 

the corresponding condition of Experiment 1. This is because in Experiment 2, two of the C-culture 

sessions contained a non-trivial fraction of persistent defectors who drove cooperation rates down for the 

whole group. Bootstrapping the data at the session level addresses this session-level variation. 
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6. Experiment 2: Effect of Stage A on Stage B Third Party Punishment 

 
Table A12: Regression analyses (OLS) of effect of Stage A treatment on Stage B third party punishment 
in the 3PDG and 3PPD games. Dependent variable in cols 1-5 is the fraction of the punishment 
endowment spent, with 8 observations per subject in cols 1-3 (6 levels of punishee prosociality in the 
3PDG and 2 levels of punishee prosociality in the 3PPD), 6 observations per subject in col 4, and 2 
observations per subject in col 5. Dependent variable in col 6 is fraction of the punishment endowment 
spent on rewarding in the 3PPD game, with 2 observations per subject.  

 Both games Both games Both games 3PDG 3PPD 3PPD 
Rewarding 

1=C-Culture 1.940 1.940 1.935 1.936 1.953 -0.139 
 (0.885)* (0.892)* (0.940)* (0.967)* (1.134)† (0.577) 

Punishee’s 
prosociality 

-5.601 -5.601 -5.601 -6.184 -4.786 4.607 
(0.816)*** (0.861)*** (0.858)*** (1.068)*** (1.247)*** (0.816)*** 

C-Culture X 
Punishee’s 
prosociality 

-2.947 -2.947 -2.947 -2.951 -2.942 -0.850 
(1.088)** (1.138)** (1.141)** (1.371)* (1.433)* (1.233) 

Game  -0.393 -0.405    
  (0.337) (0.230)    

C-Culture X 
Game 

  0.021    
  (0.679)    

Constant 7.122 7.220 7.223 7.514 6.411 1.518 
 (0.475)*** (0.463)*** (0.414)*** (0.161)*** (0.965)*** (0.429)*** 
R2 0.18 0.18 0.18 0.16 0.22 0.12 
N 976 976 976 732 244 244 

†p<0.10; * p<0.05; ** p<0.01; *** p<0.001 

Standard errors clustered at session level and bootstrapped 1000x. 
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Table A13: Regression analyses (OLS) of effect of Stage A treatment on Stage B ratings of 
inappropriateness of punishee’s action in the 3PDG and 3PPD games. Dependent variable is level of 
inappropriateness (using a 1-to-7 scale), with 8 observations per subject (6 levels of punishee prosociality 
in the 3PDG and 2 levels of punishee prosociality in the 3PPD).  

 Both games Both games Both games 3PDG 3PPD 

1=C-Culture 0.486 0.486 0.464 0.458 0.560 
 (0.346) (0.316) (0.318) (0.254) (0.579) 

Punishee’s 
prosociality 

-2.295 -2.295 -2.295 -2.531 -1.964 
(0.229)*** (0.220)*** (0.228)*** (0.150)*** (0.603)** 

C-Culture X 
Punishee’s 
prosociality 

-0.444 -0.444 -0.444 -0.433 -0.460 
(0.474) (0.441) (0.468) (0.383) (0.838) 

Game  -0.048 -0.095   
  (0.110) (0.209)   

C-Culture X 
Game 

  0.088   
  (0.247)   

Constant 4.344 4.356 4.368 4.486 4.107 
 (0.194)*** (0.173)*** (0.155)*** (0.048)*** (0.493)*** 
R2 0.23 0.23 0.23 0.22 0.25 
N 976 976 976 732 244 

†p<0.10; * p<0.05; ** p<0.01; *** p<0.001 

Standard errors clustered at session level and bootstrapped 1000x. 
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Figure A3. Cumulative density function (CDF) plots of fraction of punishment endowment spent in the 

3PDG on punishment of each level of dictator transfer (from giving 50% to giving nothing), by treatment. 

Mean punishment amount shown with vertical dotted lines. We see that people from the C-Culture punish 

selfish dictators more, and punish fair dictators less. 
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Figure A4. CDF plots of fraction of punishment endowment spent in the 3PPD on punishment of 

cooperators and defectors, by treatment. Mean punishment amount shown with vertical dotted lines. We 

see that people from the C-Culture punish defectors more, and punish cooperators less. 
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Table A14: Regression analyses (OLS) of effect of Stage A treatment on Stage B third party punishment 

in the 3PDG and 3PPD games, by responses to post-experiments Cognitive Reflection Test (CRT). 

Dependent variable is the fraction of the punishment endowment spent, with 8 observations per subject (6 

levels of punishee prosociality in the 3PDG and 2 levels of punishee prosociality in the 3PPD). 

Classification 
method # of Incorrect CRT responses # of Intuitive CRT responses 

Subject type Intuitive 
(>0 Incorrect) 

Reflective 
(0 Incorrect) 

Intuitive  
(>0 Intuitive) 

Reflective 
 (0 Intuitive)  

1=C-Culture 2.034 0.031 2.370 1.181 
 (1.078) (2.429) (1.267) (2.160) 

Punishee’s 
prosociality 

-4.688 -7.696 -4.716 -6.970 
(0.909)*** (1.149)*** (1.125)*** (1.194)*** 

C-Culture X 
Punishee’s 
prosociality 

-2.961 -1.569 -3.603 -2.070 
(1.470)* (2.262) (1.615)* (1.993) 

Constant 6.472 8.613 6.850 7.542 
 (0.129)*** (1.429)*** (0.403)*** (1.544)*** 
R2 0.14 0.22 0.16 0.22 
N 648 224 632 344 

* p<0.05; ** p<0.01; *** p<0.001 

Standard errors clustered at session level and bootstrapped 1000x. 
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7. Experiment 2: Effect of Stage A on Stage B Public Goods Game Punishment 

 

Table A15: Regression analysis (OLS) of punishment decisions in PGP games. Dependent variable is the 
fraction of the punishment endowment spent, with 9 observations per subject total (9 different 
contribution levels of the punishee); how those 9 observations are split between the PSP and ASP 
regressions depends on the punisher’s own contribution level. Contribution difference is normalized to 
range from -1 (punisher contributed nothing and punishee contributed everything) to 1 (punisher 
contributed everything and punishee contributed nothing). 

 PSP 
[Contribution Diff] > 0 

ASP 
[Contribution Diff] ≤ 0 

 (1) (2) (3) (4) 
1=C-Culture 0.491 -0.346 -1.150 -0.293 
 (1.354) (1.202) (0.814) (0.406) 
Contribution Diff. 11.379 10.501 -0.435 -1.781 
 (1.746)*** (2.987)*** (0.904) (1.663) 
C-Cult X Cont Diff  1.631  2.764 
  (3.520)  (1.672)† 
Constant 2.140 2.598 1.470 1.028 
 (0.902)* (0.917)** (0.633)* (0.352)** 
R2 0.17 0.17 0.03 0.04 
N          271         271        339        339 

† p<0.10; * p<0.05; ** p<0.01; *** p<0.001 

Standard errors clustered at session level and bootstrapped 1000x. 
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8. Effect of Stage A on generalized trust 

 

Table A16: Regression analysis (OLS) of responses to the generalized trust question adapted from the 
World Values Survey. Dependent variable is agreement with the statement “Most people can be trusted” 
(1-to-5 scale).  

 All subjects All subjects Lab subjects MTurk subjects 
1=C-Culture 0.413 0.412 0.416 0.409 
 (0.119)*** (0.108)*** (0.202)* (0.127)** 
1=MTurk  0.259   
  (0.119)*   
Constant 2.845 2.690 2.687 2.950 
 (0.091)*** (0.125)*** (0.175)*** (0.097)*** 
R2 0.04 0.05 0.04 0.04 
N 394 394 157 237 

* p<0.05; ** p<0.01; *** p<0.001 

Standard errors clustered at session level and bootstrapped 1000x. As MTurk subjects are each 
independent observations, each subject from the MTurk experiment is treated as its own session. 
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Table A17: Regression analyses (OLS) of effect of Stage A on responses to the generalized trust question 

adapted from the World Values Survey, by responses to post-experiments Cognitive Reflection Test 

(CRT). Dependent variable is agreement with the statement “Most people can be trusted” (1-to-5 scale). 

Includes all subjects from Experiment 1 and Experiment 2 who were administered the WVS trust 

measure, but not subjects from the Supplemental Experiment (as the CRT was not included in the 

Supplemental Experiment).  

Classification 
method # of Incorrect CRT responses # of Intuitive CRT responses 

Subject type Intuitive 
(>0 Incorrect) 

Reflective 
(0 Incorrect) 

Intuitive  
(>0 Intuitive) 

Reflective 
 (0 Intuitive)  

1=C-Culture 0.451 0.325 0.585 0.147 
 (0.214)* (0.314) (0.236)* (0.295) 
Constant 2.638 2.818 2.615 2.821 
 (0.155)*** (0.253)*** (0.159)*** (0.227)*** 
R2 0.04 0.02 0.07 0.00 
N 114 43 97 60 

* p<0.05; ** p<0.01; *** p<0.001 

Standard errors clustered at session level and bootstrapped 1000x. 
 
 
We note that the moderation is strong when classifying subjects based on the number of specifically 

intuitive responses they gave (cols 3 vs 4), with nearly 4 times as large an effect among intuitive subjects 

compared to reflective subjects; but much weaker when classifying subjects based on the number of 

incorrect CRT responses (cols 1 and 2). This is perhaps not so surprising, given that the classification in 

cols 3 and 4 is a more direct measure of heuristic use than that in cols 1 and 2. 

 
  



A23 
 

9. Stage A Game Lengths 
 
Game lengths for each interaction were generated using the indicated continuation probability for 
each condition.  
 
Table A18. Number of rounds per interaction of the C-Culture and D-Culture in Experiment 1. 

Interaction # C-Culture δ=7/8 D-Culture δ=1/8 
1 12 1 
2 1 2 
3 3 1 
4 2 1 
5 1 1 
6 9 1 
7 6 1 
8 7 2 
9 5 2 

10 6 2 
11   1 
12   1 
13   2 
14   1 
15   1 
16   1 
17   1 
18   1 
19   1 
20   1 
21   1 
22   1 
23   1 
24   1 
25   1 
26   1 
27   1 
28   1 
29   1 
30   1 
31   2 
32   2 
33   1 
34   1 
35   2 
36   1 
37   1 
38   1 
39   1 
40   1 
41   1 
42   2 
43   1 
44   1 
45   1 
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Table A19. Number of rounds per interaction of the C-Culture and D-Culture in Experiment 1. 
Interaction # C-Culture δ=7/8 D-Culture δ=1/8 

1 12 1 
2 1 2 
3 3 1 
4 2 1 
5 1 1 
6 9 1 
7 6 1 
8   2 
9   2 

10   2 
11   1 
12   1 
13   2 
14   1 
15   1 
16   1 
17   1 
18   1 
19   1 
20   1 
21   1 
22   1 
23   1 
24   1 
25   1 
26   1 
27   1 
28   1 
29   1 

  



A25 
 

10. Instructions: Experiment 1 and 2 Stage A (C-culture version) 
 
Please read the following instructions carefully. If you have any questions, do not hesitate to ask 

us. Aside from this, no communication is allowed during the experiment. 

 

Instructions 

This is a computerized experiment on decision-making. You will be paid for participating 

and the amount you earn will depend on the decisions that you make.  

The full experiment should about 60 minutes. At the end of the experiment, you will be paid 

privately and in cash for your participation.  

 

 All information collected in this experiment will be anonymous and neither the 

experimenter nor other subjects will be able to link your identity to your decisions. In order to 

maintain this privacy, please do not reveal your decisions to any other subject. 

 

 We consider ourselves bound by the promises we are making to you in this protocol, we 

will do everything we say and there will be no surprises or tricks. We are interested in individual 

choices so please remember that there are no right or wrong answers. 

 

Payment 

 In this experiment you will earn Monetary Units (MUs) through the decisions that you 

make. At the end of the experiment, these MUs will be converted into dollars at a rate of 30 MU 

per dollar. 

 

In addition to any money you earn from your decisions you will also receive a $10 show-

up fee. 
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The Experiment 

 The experiment will be split into two parts, Part A and Part B. Your decisions in Part A 

will not at all affect what will happen in Part B. You will be able to earn MU in both parts and 

your final income will be the sum of the MU you get in Part A and Part B. The instructions for 

Part B will be given on your computer screen after the completion of Part A. 

 

Part A 

 Part A will consist of many individual sub-sections called interactions. 

At the beginning of each interaction you will be matched with another individual in the 

room. You will then play a random number of rounds with this individual.  

In each round, you will both be presented with two options: A and B. You will both 

receive an income in MU at the end of each round. This income will depend on both the choices 

that you and your opponent have made.   

The figures below show how your incomes in a round will be determined: 

 

FIGURE 1: YOUR INCOMES 

 Other Player Chooses A Other Player Chooses B 

You choose A You get 4 You get 0 

You choose B You get 5 You get 1 

 

FIGURE 2: OTHER PLAYER’S INCOMES 

 Other Player Chooses A Other Player Chooses B 

You choose A Other player gets 4 Other player gets 5 

You choose B Other player gets 0 Other player gets 1 

 

For example:  

If you choose A and the other person chooses A, you would both get 4 units. 

If you choose A and the other person chooses B, you would get 0, and they would get 5 units. 

If you choose B and the other person chooses A, you would get 5 units, and they would get 0 

units. 

If you choose B and the other person chooses B, you would both get 1 unit. 
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You must make your choice within 30 seconds, if you do not, the computer will make a random 

choice for you for that round. 

 

Your income for each round will be calculated and presented to you on your computer 

screen. This income will be added to your current stock of MU. 

 

Remember that the total number of MU you have at the end of the session will determine 

how much money you earn, at an exchange rate of 30 units = $1. 

 

Rounds Per Interaction 

After each round, there is a 7/8 probability of another round, and 1/8 probability that the 

interaction will end. This probability does not depend on how many rounds you have already 

played. 

Once the interaction ends, you will be randomly re-matched with a different person in the 

room for another interaction. Choices that you make will not influence either the number of 

interactions you have or the number of rounds in any interaction.   

 

Summary of Part A 

 

To summarize: every interaction you have with another person in the experiment includes a 

random number of rounds. In each round both you and the person you are matched with will 

make one decision, this decision will determine your incomes for that round. 

 

In every interaction, after every round, there is a 7/8 probability of another round. There will be 

a number of interactions, and your behavior has no effect on the number of rounds or the number 

of interactions.  

 

At the beginning of the experiment, you will start with some MU in your account. You will earn 

MU in every round of every interaction. At the end of the experiment, you will receive $1 for 

every 30 MU in your account. 
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You will now take a very short quiz to make sure you understand the setup. 

 

Part A will begin with one practice round. This round will not count towards your final income. 

 

QUIZ 

If you choose A and the other person chooses B you will 

receive… 

a. 0 units 

b. 4 units 

c. 1 unit 

If you choose B and the other person choose A ,you will 

receive… 

a. 5 units 

b. 1 unit 

c. 0 units 

The number of rounds in an interaction depends on your 

actions in that interaction or other interactions. 

TRUE 

FALSE 

If you have already played 2 rounds, the probability that 

there will be another round in your interaction is… 

a. 4/8 

b. 7/8 

c. 0 

d. 1/8 

If you have already played 5 rounds, the probability that 

there will be another round in your interaction is… 

a. 4/8 

b. 7/8 

c. 0 

d. 1/8 

 

If you have any questions, please ask right now. Aside from this, no communication is allowed 
during the experiment.  
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11. Instructions: Experiment 1 Stage B  
 
Screen 1 – General Instructions 
You will now be asked to make decisions in 4 different interactions. Unlike the interactions you 
have experienced so far each of these interactions will last for exactly one round. 
 
For each of these interactions, you will be matched anonymously with new individuals that are 
currently in the experiment. The choices you make in each interaction will not affect subsequent 
interactions in any way. 
 
Some interactions will include multiple roles (Player A and Player B), you will be asked to make 
choices for each role. 
 
After you finish all the interactions, one interaction will be chosen randomly to actually be 
played. If this interaction had different roles, they will be randomly assigned. Only the outcome 
of the chosen interaction will affect your (and the other individuals') earned MUs. You will be 
shown your income from the randomly chosen interaction. 
 
Because you do not know which of your decisions will be chosen it is in your interest to treat 
each decision as if it counts for real MU. 
 
Screen 2 - PGG Instructions 
You are matched with a group of 3 other individuals. Each person in your group is endowed with 
100 units. Each individual decides how many of the 100 units they are going to contribute to a 
common project that benefits all group members (as described below), and how many of them to 
keep for themselves. 
 
The contributions of all 4 players are added up. The total sum is multiplied by 1.6 and then 
evenly split among all 4 players. Each player gets the same share from the project. 
 
In addition to your earnings from the project, you also receive the units you chose not to 
contribute. 
 
Thus, your income is:  
100 - (your contribution to the project) + 1.6 x (sum of all contributions) / 4 
 
Example 1: 
Suppose each person contributes 100 MU to the project. This 400 MU is multiplied by 1.6 and 
then split between all 4 people. 
 
This means each person will receive 160 MU. 
 
Example 2: 
Suppose 3 people contribute 100 MU and 1 person contributes 0 MU. The 3 people that 
contributed will get 120 MU 
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The person that did not contribute will get  
120 (from project) + 100 (that they kept) = 220 MU 
 
Screen 3 – PGG Contribution 
You start with 100 MU. 
 
How much will you contribute to the project? [Textbox] 
 
Screen 4 – TG Instructions 
You will be matched with one other individual. One of you will be assigned the role of Player A, 
the other one of Player B. 
 
In this interaction both players will start with 50 MUs. Player A will then be given a choice to 
send either 0 or 50 MU to Player B. If player A chooses to send, this MU will be tripled and 
Player B will receive 150 MU. Player B will then get to choose how many MU out of that 150 to 
send back to Player A. 
 
At the end of the interaction, Player A's income will be: 50 - (How much Player A sent) + (How 
much Player B sent back) 
 
Player B's income will be: 50 + (3*How much Player A sent) -  (How much Player B sent back) 
 
Example 
Player A chooses to send  
Player B receives 150 units 
Player B chooses to send back 30 units 
Then Player A receives: 50 – 50 + 30 = 30 units 
Player B receives: 50 + 150 – 30 = 170 units 
 
Screen 5 – TG Player A 
You start with 50 MU. 
 
If you are player A, would you like to send your MU to player B?  
[Button = Send] [Button=Don’t Send] 
 
Screen 5 – TG Player B 
You start with 50 MU. 
 
If player A chooses to send 50 MU (which will be tripled to 150), how much would you like to 
send to player A (up to 150)?  
[Textbox] 
 
Screen 6 – TG Beliefs 
This question will not count for any of your payoffs, nor will its answer be revealed to any other 
subjects. 
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If you choose to send 50 MU, how many MU do you think other individuals in the experiment 
would send back on average (between 0 and 150)? 
[Textbox] 
 
Screen 7 – DG Instructions 
You will be matched with one other individual. One of you will be assigned the role of Player A, 
the other one of Player B. 
 
In this interaction Player A will start with 100 MU and Player B with 0 MU. Player A will 
choose how many MU (up to 100) to send to Player B. 
At the end of the interaction, Player A's income will be: 100 - (How much Player A sent) 
 
Player B's income will be: (How much Player A sent) 
 
Screen 8 – DG Player A 
You start with 100 MU. 
 
If you are player A, how much would you like to send to player B (up to 100)?  
[Textbox] 
 
Screen 9 – UG Instructions 
You will be matched with one other individual. One of you will be assigned the role of Player A, 
the other one of Player B. 
 
In this interaction Player A will start with 100 MU and Player B with 0 MU. Player A will 
choose how many MU (up to 100) to offer to Player B 
 
Player B will choose to accept or reject the offered amount. If Player B accepts the offered 
amount then they will receive the offered amount and Player A will receive the remainder. 
 
If Player B rejects the offered amount, neither player will receive anything. 
 
At the end of the interaction, Player A's income will be:  
100 - (Offer), if Player B accepts 
0 if Player B rejects 
 
Player B's income will be:  
(Offer), if Player B accepts 
0 if Player B rejects 
 
Screen 10 – UG Player A 
You start with 100 MU. 
 
If you are Player A, how many MU would you like to offer to Player B (up to 100)? [Textbox] 
 
Screen 11 – UG Player B 
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You start with 0 MU. 
 
Your minimum acceptable offer is the smallest offer which you would accept. 
 
If Player A offers your an amount below this, you will reject, if Player A offers you an amount 
above this, you will accept. 
 
If you are Player B, what is your Minimum Acceptable Offer?  
[Textbox] 
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12. Instructions: Experiment 2 Stage B  
 
Screen 1 – General Instructions 
You will now be asked to make decisions in 3 different interactions. Unlike the interactions you 
have experienced so far each of these interactions will last for exactly one round. 
 
For each of these interactions, you will be matched anonymously with new individuals that are 
currently in the experiment. The choices you make in each interaction will not affect subsequent 
interactions in any way. 
 
Some interactions will include multiple roles (Player A and Player B), you will be asked to make 
choices for each role. 
 
After you finish all the interactions, one interaction will be chosen randomly to actually be 
played. If this interaction had different roles, they will be randomly assigned. Only the outcome 
of the chosen interaction will affect your (and the other individuals') earned MUs. You will be 
shown your income from the randomly chosen interaction. 
 
Because you do not know which of your decisions will be chosen it is in your interest to treat 
each decision as if it counts for real MU. 
 
Screen 2 – 3PP DG 
You will be matched with two other individuals. One of you will be assigned the role of Player 
A, one will be assigned the role of Player B and one will be assigned the role of Observer. 
 
In this interaction Player A will start with 100 MU and Player B with 0 MU. Player A will 
choose how many MU (up to 100) to send to Player B. 
 
The Observer will be endowed with 100 MU. The Observer will be able to assign Player A an 
amount of Penalty Units (PU) which will depend on Player A's choice. That is, the Observer will 
be asked to indicate what amount of PU they wish to assign if Player A chooses to Send 0 MU, 
what amount they wish to assign if the Player chooses to Send 10 MU and so on. 
 
Each penalty unit will cost the observer 1 MU and will cause the player to whom it is assigned to 
lose 5 MU from their final earnings.  
 
At the end of the interaction, Player A's income will be: 100 - (How much Player A sent) - 
5*(Penalty Units Assigned) 
 
Player B's income will be: (How much Player A sent) 
 
The Observer's income will be: 100 - (Penalty Units Assigned) 
 
Screen 3 – DG Player A 
You start with 100 MU. 
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If you are player A, how much would you like to send to player B (up to 50)?  
[Textbox] 
 
Screen 4 – DG Observer 
Observers start with 100 MU. Player A starts with 100 MU. Player B starts with 0 MU. Each 
penalty unit that observers end up assigning will cost them 1 MU and cause Player A to lose 5 
MU from their final earnings. 
 
If Player A sends 0 MU to Player B, how many penalty units do you wish to assign them? 
[Textbox] 
If Player A sends 0 MU to Player B, how “socially inappropriate” do you think this action is? [1-
7 scale] 
 
If Player A sends 10 MU to Player B, how many penalty units do you wish to assign them? 
[Textbox] 
If Player A sends 10 MU to Player B, how “socially inappropriate” do you think this action is? 
[1-7 scale] 
 
If Player A sends 20 MU to Player B, how many penalty units do you wish to assign them? 
[Textbox] 
If Player A sends 20 MU to Player B, how “socially inappropriate” do you think this action is? 
[1-7 scale] 
 
If Player A sends 30 MU to Player B, how many penalty units do you wish to assign them? 
[Textbox] 
If Player A sends 30 MU to Player B, how “socially inappropriate” do you think this action is? 
[1-7 scale] 
 
If Player A sends 40 MU to Player B, how many penalty units do you wish to assign them? 
[Textbox] 
If Player A sends 40 MU to Player B, how “socially inappropriate” do you think this action is? 
[1-7 scale] 
 
If Player A sends 50 MU to Player B, how many penalty units do you wish to assign them? 
[Textbox] 
If Player A sends 50 MU to Player B, how “socially inappropriate” do you think this action is? 
[1-7 scale] 
 
Screen 5 – 3PPPD Instructions 
You will be matched with three other individuals. Two of you will be assigned the role of Player 
and two of you will be assigned the role of Observer. 
 
In this interaction each of the Players will choose an action A or B. If both Players choose A, 
they both receive 80 MU. If one Player chooses A and the other chooses B the one who chose B 
will receive 120 MU and the one who chose A will receive 0 MU. If both Players choose B, they 
each receive 20 MU. 
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Each Observer will start with 100 MU and will be paired with one Player. The Observer will be 
able to assign the Player they are paired with Penalty Units or Bonus Units depending on that 
Player's choices in the game. 
 
Each Penalty Unit will cost the Observer 1 MU and will cause the Player to whom it is assigned 
to lose 5 MU from their final earnings. Each Bonus Unit will cost the Observer 1 MU and will 
add 5 MU to the Player's final earnings. 
 
Observers will be able to assign between 0 and 20 Penalty Units and/or between 0 and 20 Bonus 
Units to the Player they are paired with. 
 
At the end of the interaction, the Players' incomes will be: 
If Both Choose A: 80 - 5*(Penalty Units Assigned) + 5*(Bonus Units Assigned) 
If Both Choose B: 20 - 5*(Penalty Units Assigned) + 5*(Bonus Units Assigned) 
If the Player chooses A and their opponent chooses B: 0 - 5*(Penalty Units Assigned) + 
5*(Bonus Units Assigned) 
If the Player chooses B and their opponent chooses A: 120 - 5*(Penalty Units Assigned) + 
5*(Bonus Units Assigned) 
 
The Observer's income will be: 100 - (Penalty Units Assigned) - (Bonus Units Assigned) 
 
Screen 6 – 3PPPD Player Screen 

 A B 
A 80,80 0,120 
B 120,0 20,20 

 
If you are a player, which action do you wish to choose? [Button=A] [Button=B] 
 
Screen 7 – 3PPPD Observer Screen 
Observers start with 100 MU and can assign Penalty Units or Bonus Units to the Player they are 
paired with. Each Penalty Unit causes the Player to lose 5 MU Each Unit from their final 
earnings. Each Bonus Unit causes the Player to gain 5 MU in their final earnings. Each Unit 
costs the Observer 1 MU. Observers can assign up to 20 Units. 
 
If the Player you are paired with chooses A, how many Penalty Units do you wish to assign 
them? 
If the Player you are paired with chooses A, how “socially inappropriate” do you think that 
choice is? 
 
If the Player you are paired with chooses A, how many Bonus Units do you wish to assign them? 
If the Player you are paired with chooses A, how “socially praiseworthy” do you think that 
choice is? 
 
If the Player you are paired with chooses B, how many Penalty Units do you wish to assign 
them? 
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If the Player you are paired with chooses B, how “socially inappropriate” do you think that 
choice is? 
 
If the Player you are paired with chooses B, how many Bonus Units do you wish to assign them? 
If the Player you are paired with chooses B, how “socially praiseworthy” do you think that 
choice is? 
 
Screen 8 – PGP Instructions 
You are matched with a group of 3 other individuals. Each person in your group is endowed with 
100 units. Each individual decides how many of the 100 units they are going to contribute to a 
common project that benefits all group members (as described below), and how many of them to 
keep for themselves. 
 
Your group of 4 is also split into pairs of individuals. In addition to choosing how much to 
contribute to the project, each individual in the group can choose to assign up to 20 Penalty Units 
to the individual they are paired with, depending on that individual's chosen contribution. 
 
Each Penalty Unit will cost 1 MU and will cause the Player to whom it is assigned to lose 5 MU 
from their final earnings.  
 
The contributions of all 4 players are added up. The total sum is multiplied by 1.6 and then 
evenly split among all 4 players. Each player gets the same share from the project. 
 
In addition to your earnings from the project, you also receive the units you chose not to 
contribute. 
 
Thus, your income is:  
100 - (your contribution to the project) + 1.6 x (sum of all contributions) / 4 - (Penalty Units You 
Assign) - 5*(Penalty Units Assigned to You) 
 
Example 
Suppose each person contributes 100 MU to the project. This 400 MU is multiplied by 1.6 and 
then split between all 4 people. 
 
In this case, each person will receive 160 MU from the project and lose 5 MU for each Penalty 
Unit assigned to them. 
 
Example 
Suppose 3 people contribute 100 MU and 1 person contributes 0 MU. The 3 people that 
contributed will get 120 MU and lose 5 MU for each Penalty Unit assigned to them. 
 
The person that did not contribute will get  
120 (from project) + 100 (that they kept) = 220 MU 
and will lose 5 MU for each Penalty Unit assigned to them. 
 
Screen 9 – PGP Contribution 
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You start with 100 MU. You may contribute multiples of (i.e. 0, 25, 50, 75 or 100 MU) to the 
project. 
 
How much will you contribute? 
[Button = 0], [Button=25], [Button=50], [Button=75], [Button=100] 
 
Screen 10 – PGP Punishment 
You are paired with one other Player from your group. You may decide how many Penalty Units 
you wish to assign them based on their actions in the game. Each Penalty Unit will cost 1 MU 
and will cause the individual to whom it is assigned to lose 5 MU from their final earnings. 
 
If the Player you are paired with contributes 0, how many Penalty Units do you wish to assign 
them? [Textbox] 
If the Player you are paired with contributes 0, how “socially inappropriate” do you think that 
choice is? [1-7 scale] 
 
If the Player you are paired with contributes 25, how many Penalty Units do you wish to assign 
them? [Textbox] 
If the Player you are paired with contributes 25, how “socially inappropriate” do you think that 
choice is? [1-7 scale] 
 
If the Player you are paired with contributes 50, how many Penalty Units do you wish to assign 
them? [Textbox] 
If the Player you are paired with contributes 50, how “socially inappropriate” do you think that 
choice is? [1-7 scale] 
 
 
 
If the Player you are paired with contributes 75, how many Penalty Units do you wish to assign 
them? [Textbox] 
If the Player you are paired with contributes 75, how “socially inappropriate” do you think that 
choice is? [1-7 scale] 
 
If the Player you are paired with contributes 100, how many Penalty Units do you wish to assign 
them? [Textbox] 
If the Player you are paired with contributes 100, how “socially inappropriate” do you think that 
choice is? [1-7 scale] 
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13. Instructions: Supplemental Experiment 
 
RPD Instructions 
Thanks for participating! 
 
In this part of the study you will play several games with other people. You will play with 
REAL people also recruited from Mechanical Turk. Each game will be made of 
several rounds. 
 
Payment 
1) During each game you will earn points. 
2) For every 10 points you earn, you will be paid an extra 1 cent bonus. 
3) This bonus is in addition to your payment for completing the HIT. 
  
Each round will work like this: 
1) You and the other person will each make one decision.  
2) Based on the choices made by both of you, you will both receive points. 
  
Your choices are: 
There are two possible choices available to both of you: A or B. 
  
When a person chooses A, they give the other person 50 points. 
When a person chooses B, they give themselves 20 points. 
  
Option        You get         The other person gets 
A:               0 points                 50 points 
B:             20 points                   0 points 
  
Your total payoff will be the amount you get from your decision *plus* the amount you get from 
the other person’s decision. 
  
Summary 
If you both choose A, you will both receive 50 points. 
If you choose A and the other chooses B, you will receive 0 points and the other will receive 70 
points. 
If you choose B and the other chooses A, you will receive 70 points and the other will receive 0 
points. 
If you both choose B, you will both receive 20 points. 
  
How Many Rounds Will There Be? 
1) At the end of each round, the computer will randomly select either STOP or KEEP GOING. 
2) If the computer chooses STOP, the current game will end and you will play a new game with 
a new person. 
3) If the computer chooses KEEP GOING, you will play another round of the same game with 
the same person. 
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The computer will choose KEEP GOING 80% of the time and STOP 20% of the time. 
 
Repeated PD Comprehension Questions 
Which ACTION BY YOU gives YOU a higher payoff in a round? (A or B) 
 
Which ACTION BY YOU gives THE OTHER PLAYER a higher payoff in a round? (A or B) 
 
Which ACTION BY THE OTHER PLAYER gives YOU a higher payoff in a round? (A or B) 
 
Which ACTION BY THE OTHER PLAYER gives THE OTHER PLAYER a higher payoff in a 
round? (A or B) 
 
Strategy Choice Condition 
How You Play: 
 
To play the big games, you will choose a strategy. The computer will automatically makes 
choices according to your strategy in all of your games. 
 

Remember, in each round you and the other person make one choice: 
 

Choosing A gives the other 50 points. 
Choosing B gives you 20 points. 

 
Option        You get         The other person gets 

A:         0 points                 50 points 
B:        20 points                   0 points 

 
You can choose between two strategies: 
 
Strategy 1 - This strategy wil start every big game by choosing A. It will see what the other 
person does on that round.  
If the other person chooses A in a round, this strategy will choose A in the next round.  
If the other person chooses B in a round, this strategy will choose B in the next round. 
 
Strategy 2 - This strategy will always choose B in every round. 
  
Please use the buttons below to indicate which strategy you would like to pick. 
 
(Active Play) Repeated PD New Person 
You are now matched with a NEW person for a NEW game! 
 
(Active Play) Repeated PD Round Choice Screen 

You and the other person will now each choose A or B. 
  

Remember, for each of you: 
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Choosing A gives the other 50 points. 
Choosing B gives you 20 points. 

 
Option        You get         The other person gets 

A:         0 points                 50 points 
B:        20 points                   0 points 

  
Your choice: (A or B) 
 
(Active Play) Repeated PD Results Screen 
You chose: X 
The other person chose: Y 
 
This means you earn L points and the other person earns K points. 
 
[The computer has chosen KEEP GOING, there will be another round.] OR [The computer has 
chosen STOP, this was the last round of this game] 
 
DG Instructions   
You will now play a new game with a new person also recruited from Mechanical Turk. 
  
In this new game, you are given an extra 80 cents. You then choose how to split this money 
between yourself and the other person. 
  
The other person did not play any other games during this study, and cannot affect your earnings. 
The only bonus they receive is the money you give them. 
  
You have now been given an extra 80 cents. You may choose how to split this money between 
yourself and the other person. 
 
Use the buttons below to indicate how much of this 80 cents you would like to transfer to the 
other person. You keep all the remaining money (for example: if you transfer 10 cents, you will 
keep 70 cents). 
   
Please choose how many cents you will transfer to the other person: 
(Radio buttons 0-40 in increments of 10) 
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